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Preface

The Eighth International Congress on Information and Communication Technology
will be held during 20–23 February 2023, in a hybrid mode, physical at London,
UK and digital platform: Zoom. ICICT 2023 was organised by Global Knowledge
Research Foundation and managed by G. R. Scholastic LLP. The associated partners
were Springer and InterYIT IFIP. The conference will provide a useful and wide
platform both for display of the latest research and for exchange of research results
and thoughts. The participants of the conference will be from almost every part of the
world, with backgrounds of either academia or industry, allowing a real multinational
and multicultural exchange of experiences and ideas.

A great pool of more than 1300 papers were received for this conference from
across 113 countries among which around 361 papers were accepted and will be
presented physically at London and digital platform Zoom during the four days. Due
to the overwhelming response, we had to drop many papers in the hierarchy of the
quality. Total 46 technical sessions will be organised in parallel in four days along
with a few keynotes and panel discussions in hybrid mode. The conference will be
involved in deep discussion and issues which will be intended to solve at global
levels. New technologies will be proposed, experiences will be shared, and future
solutions for design infrastructure for ICT will also be discussed. The final papers
will be published in four volumes of proceedings by Springer LNNS Series. Over the
years, this congress has been organised and conceptualised with collective efforts of
a large number of individuals. I would like to thank each of the committee members
and the reviewers for their excellent work in reviewing the papers. Grateful acknowl-
edgements are extended to the team of Global Knowledge Research Foundation for
their valuable efforts and support.

v



vi Preface

I look forward to welcoming you to the eighth edition of this ICICT Congress
2023.

Amit Joshi, Ph.D.
Organising Secretary, ICICT 2023

Director—Global Knowledge Research
Foundation

Ahmedabad, India
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Overlay Robotized Datacenter System

Khaled Elbehiery and Hussam Elbehiery

Abstract For decades, the world’s most valuable known natural resources are oil,
radioactive materials, and gold, which all lead to wealth. However, technology has
become more pervasive in every aspect of our lives and a new unnatural resource has
emerged and becomes worth more; data. Over the past few years, the exponential
growth of data is not correlated with the datacenters to handle and process these
amounts of data. Building new datacenters takes years to complete because they
heavily depend on humans to build, deploy, maintain, protect, and operate all related
assets. Most advanced datacenters’ designs are embedding robotic arms and techno-
logical tools that might be the solution for the future. These designs have their own
caveats, andmost importantly, they will not fix the problems that we are experiencing
today. What the world needs is not to wait for the future and to take a step forward
toward the robotized datacenters today to be able to close on the gab of the technical
demands and also to support the future designs without the need to rip and replace.

Keywords Datacenters · Robotized datacenters · Hyperscale datacenters ·
Greenfield deployment · Brownfield deployment · Overlay robotized datacenter
system

1 Introduction

The proposed design “Overlay Robotized Datacenter System” introduces a comple-
mentary addition solution to the existed datacenters that already built (Brownfield
deployment) and the new install datacenters (Greenfield deployment) to accommo-
date to the consumer demands, and it is also a step forward to support the next
generation of datacenters in the future. In turn, it reduces the capital expenditures
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(CapEx) and operating expenses (OpEx) and increases the operation’s efficiency and
accuracy.

The research paper begins with an overview of the datacenter’s technology,
which covers the efforts to build datacenters, the surrounding environmental and
energy growing demands, policies, and regulations. The research paper discusses
how robotic technology is helping many industry fields to grow, and it is accelerating
the global and financial economy.

The research paper explains the current problems and issues of building and
expanding the datacenters and also the concerns with the futuristic trials of data-
centers. The paper expands on the proposed solution “Overlay Robotized Datacenter
System” froman architectural view to operating it and the business values of the intro-
duced design. Finally, the research paper ends with market analysis of the proposed
design that makes it appealing to enterprises to adopt.

2 Datacenter Technology

A few decades ago, the ordinary way to run an application and store any data was
through a personal computer. But over time with the exponential growth of tech-
nology inmany fields, a centralized dedicated building or group of buildings to house
bigger computing systems to serve millions if not billions of users was the solution;
this is called a datacenter. Datacenters require certain demands to operate properly
such as power, cooling system, racks, airflow, fire protection system, security, and
most importantly trained knowledgeable personnel.

Datacenters’ capacity varies dependingon the services theyoffer to the consumers.
Public cloud providers’ datacenters (Amazon AWS, Microsoft Azure, Google GCP,
and others) are by far the biggest in the world, and they are considered hyperscale
datacenters (see Fig. 1). Hyperscale is increasingly used to define not just the scale
and size of these datacenters, but also their architecture. Hyperscale data centers
have a minimum of 5000 servers and at least 10,000 square feet in size. Beyond the
footprint and server figures, equally important is what is going on inside, where they
are architected for a homogeneous scale-out Greenfield application portfolio using
increasingly disaggregated, high-density, and power-optimized infrastructures.

IoT, 5G, and artificial intelligence (AI) technologies along with faster chipsets are
increasing the demand for computing capacity and in turn infrastructure and energy.
Unfortunately, the time to build those facilities and get them ready to accommodate to
the technology and business demands are not in correlation, and this gap is constantly
growing even considering all energy resources in the future. Also, another reason for
slowing down the progress is environmental regulation such as net zero initiatives
and carbon footprint reduction policies (see Fig. 2) [1].



Overlay Robotized Datacenter System 3

Fig. 1 Hyperscale datacenters

Fig. 2 Global energy demands

3 Robotic Industry

Manufacturing methods have been heavily dependent upon manual labor and skills;
today, the programming work, the monitoring, and the calibration are all automated
and done through the computer such as repetitive jobs in factories, sewing machines,
painting, and more. It is a collaborative effort between humans that have the intel-
ligence, instincts, and reflexes and the machines that have the advantage of doing
things faster and with a lot of precision.

The development of intelligent robots helps humans to achieve things that
currently seem impossible such as dangerous or daring environments. Artificial intel-
ligence becomes inseparable from robotic engineering. They are together a disruptive
technological approach and the next breakthrough in numerous technical fields such
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as automated factories, economy, and transportation but also in non-technical fields,
such as health care, disability, and finding cures for complex brain diseases [2].

Themost important thing to remember is that any technology should be invented in
a way to help humans with their capabilities, disabilities, and needs. An application
of robotic engineering based on artificial intelligence (AI) is the exoskeleton; the
exoskeleton is a candidate to help out where humans are having to do physically
demanding work such as construction, manufacturing of automobiles and planes,
and warehousing.

Technology is advancing rapidly to help with solutions to problems and improve-
ments to our lives. According to the International Federation of Robotics (IFR) study
World Robotics 2018, there were about 2,097,500 operational industrial robots by
the end of 2017. This number is estimated to reach 3,788,000 by the end of 2023.
For the year 2017, the IFR estimates the worldwide sales of industrial robots with
$16.2 billion. Including the cost of software, peripherals, and systems engineering,
the annual turnover for robot systems is estimated to be $48.0 billion in 2017 and is
growing ever since [3].

China is the largest industrial robotmarket, Japan had the largest operational stock
of industrial robots, and in the USA, the industrial robot makers’ shipping rates to
factories are accelerating exponentially [4].

The biggest customer of industrial robots is automotive industry with 33%market
share, then electrical/electronics industry with 32%, metal and machinery industry
with 12%, rubber and plastics industrywith 5%, and food industrywith 3% in textiles,
apparel and leather industry [5].

In summary, humans have unlimited ambitions for the future, and the fact is the
future has not been decided yet, and definitely no limit to how far humans’ dreams
can reach. Companies such as SpaceX with an ambitious plan to send an unmanned
capsule to Mars. The Boring company is digging a vast network of underground
tunnels that will change transportation forever. Neuralink Corporation is tapping
into the human brain to cure diseases, all that were dreams not too long ago but today
they become facts [6].

4 Technology Concerns

Building and operating a datacenter is a significant task that must adhere to many
rules and policies, some are environmental and some are technological standards,
and the latter focuses on deploying different equipment and associated gear in the
standard 19-inch equipment rack such as power units, power cables, copper and
fiber optic cables, servers, networking devices, and more. Although the rack dimen-
sions (Length X Width X Height) are standard and there could be many standards,
the equipment themselves is changing rapidly over the past few years due to the
competitive environment among hi-tech companies which causes the old products
to be outdated and new ones to take place. In addition, unfortunate event such as the
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recent pandemic situation has its own effect globally, especially when it comes to
chain supply and demand, and in turn, services are falling behind.

Building bigger size datacenters and migrating services to them should achieve
maximum productivity to accommodate to the accelerated demands, but this solution
certainly is significantly expensive, consumes years to complete, and it continues to
have drawbacks or caveats, a road full of bumps and obstacles, the following are just
a glimpse of the major ones:

a. The appropriate locations and the environmental surroundings such as cold
weather, rivers, or water supply are not easy to find and financially is very
expensive.

b. Millions of applications for billions of customers will be impacted due to the
migration to new datacenters, not to mention it is financially a huge burden.

c. The optical fiber network that already connects the current datacenters’ locations
comes with a very significant cost to replace if possible.

d. Global event such pandemic situation (COVID-19) has already affected the
world, and it was not an easy lesson and confidently to say, the world is not
ready yet for another one.

e. Governmental services that overrule technological demands.
f. The ever-increasing compliance demands placed on facility managers today.
g. Recruiting, hiring, and training new crews at the new locations do not happen

overnight, and usually the majority of workers after many years do not likely to
move.

The next generation’s datacenters are supposed to be fully automated, but this is a
very difficult thing to achieve, and the fast pace of technology movement has vastly
impacted the business worldwide. Unfortunately, the challenge is that many sites and
places are not completely ready yet to adapt to this technological movement. The
following also represent some of the caveats that are found with the fully automated
hopeful designs of datacenters:

a. The futuristic designs proposed are likely to discuss a very special case that is
dealing only with a new build datacenter (Greenfield deployment) with specific
infrastructure and floor plan, a specific kind of racks, and the connectivity is done
in a very specific way for specific kind of equipment.

b. Adapting and programming the robotic system to different kinds of datacenters’
equipment due to technology’s accelerated development is not an easy task, and
it will consume time, effort, and money if this is even possible.

c. The futuristic automated datacenters’ designs fit special cases of business and
technology models such as public cloud providers (Amazon Web Services
(AWS), Google Cloud (GCP), and Microsoft (Azure)) which is based upon
having unlimited computational resources (compute, memory, and storage).
These computational resources definitely could be stacked by type in dedicated
aisles in the datacenter facility to servemillions of customers which in turnmakes
a specific kind of automation a feasible option. Very important to remember that
there are numerous companies that have their datacenters in totally different
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deployment fashion which is by far considered the dominant, unlike the public
cloud providers’ as a special case.

5 Overlay Robotized Datacenter System

5.1 Architectural Design

The “Overlay Robotized Datacenter System” design is fundamentally based on
deploying a commercial robotic system in the current datacenters. The robotic mech-
anism would be able to move around between the rack-mounted equipment in the
aisles of the datacenter’s floor. The robotic arms would come with different types
of replaceable accessories for different purposes. Figure 3 shows an overview of
deploying the proposed robotized system in the datacenter’ halls and aisles.

The robotic arm system could be a single unit per aisle’s rail to handle a task
for equipment deployment or a dual unit fashion to handle multiple functions
simultaneously on one aisle’s racks (see Fig. 4).

The robotic arm can work in an “Independent Mode” to serve different tasks or
functions for any rack in the aisle. It also can work in a “Join Mode” which works
with the next aisle’s robotic arm coherently to serve a task that requires a joint effort
of the two robotic arms, such as installing a heavy weight equipment. This kind
of work ordinarily required two to four datacenter’s individuals to accomplish (see
Fig. 5).

There are three primary categories and are not limited to what kind of accessories
the robotic arm could be equipped with, the robotic arms accessory depends on the

Fig. 3 Overview of the proposed robotized datacenter system
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Fig. 4 Robotized arm system deployment

Fig. 5 Robotic arm operation modes

required purpose or the function that is needed. Bear in mind that all accessories
are replaceable to one another to serve any goal anytime; the following are some
examples:

a. Heavy weight lifting accessories that help with installing racks, power, and
cooling units.

b. Lightweight lifting accessories that help with installing servers and network
devices.
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Fig. 6 Robotized system motion modes

c. Operations and support accessories such as environmental sensors, camera,
security/surveillance, and remote work/telexistence)

Overall, the “Overlay Robotized Datacenter System” motion has different modes
of operations:

a. Manual Mode: The robotic arm’s motion, movement, and function could be
controlled wirelessly from a GUI interface integrated application on a handheld
device such as an iPad or a tablet.

b. Auto Mode: Some tasks such as observation, surveillance, and more do not need
human intervention and could be set up in an automatic fashion.

c. Shadow Mode: The robotic arm’s motion follows the datacenter’s individual
motion that in turn comes as a handy option for remote control from the
datacenter’s control center.

d. Simulation Mode: This mode is designed for testing, calibration, and fine-
tuning functions for tasks before moving them to an operational phase for safety
purposes (see Fig. 6).

The datacenter operation control center has the complete vision of the robotized
datacenter, and the control center has full access to all the telemetries’ data from the
robots’ arms such as cameras and sensors and the accurate positions as well (see
Fig. 7).

Any human presence in the datacenter along with the exact location/coordinates
is detected immediately to the control center which in turn overrules and disables
any automatic tasks for all the robotic arms for safety purposes, in addition to the
standard tasks of the control centers such as security and surveillance that create
opportunities for savings across all functional areas (see Fig. 8).

5.2 Business Values

In order for a company to maintain its leadership in the innovation of new attributes,
it must learn to offer product innovations routinely which is going to lead to lower
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Fig. 7 Overview of robotized datacenter operation control center

Fig. 8 Robotized datacenter operation control center safety and surveillance

the prices and foster the development of new technology. The significant advantage
of using the “Overlay Robotized Datacenter System” is that despite it might have
an upfront cost, it is faster to serve the broad range of datacenters’ facilities today
and in the future. Only for unique cases when the business owner is occupying a
floor in a facility and operates it as datacenter instead of a dedicated facility, then
adding the new “Overlay Robotized Datacenter System” will require extra cautions
to implement considering the other business in the same facility safety.

The “Overlay Robotized Datacenter System” is totally a new innovative archi-
tecture product, and no attempts have been made to manufacture it or market it. It
is designed for datacenters’ facilities that are already in service (Brownfield deploy-
ment) aswell as newbuild datacenters’ facilities (Greenfield deployment). It is amore
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agonistic approach that works for many purposes and for different tasks. It works
today, tomorrow, and in the next decade to satisfy a long-term Return of Investment
(ROI).

The robotic system has the option to support various accessory devices or could
also be equipped with different kinds of environmental monitoring such as sensors
and cameras for the purpose of maintaining visibility into the datacenter’s envi-
ronment or remote work which in turn will have a huge reduction in downtime,
troubleshooting, and surveillance.

The robotic arms should be able to handle different kinds of weights, from heavy
lifting such as assembling and disassembling data center racks, power, or cooling
system to servers or any kind of equipment to be deployed inside the racks no matter
what their configuration’s standards are.

The “Overlay Robotized Datacenter System” is depending on the human supervi-
sion presence that has core skill set, and it will always be there for decades to come
for the following reasons:

a. To fill in the gaps and supervise in non-fully automated fashion system or tasks.
b. To empower the artificial intelligence (AI) system with more details about the

required tasks to be able to automate some of those tasks eventually.
c. To control manually or remotely the robotized system or work jointly with it.

It keeps unemployment rate very low, and it provides a leap jump to the future
through accelerating the technological level of the datacenter’s employees. It offers
opportunities to another class of employees; the handicap individuals who do not
exist today in this specific work environment.

The “Overlay Robotized Datacenter System” solution can learn how to become
more adaptive, more efficient, and substantially automate labor-intensive taskswhich
contributes to avoiding or reducing the human injury, stress, and fatigue to the
minimum.

It fits any datacenter’s building infrastructure, it works with any kind of racks, and
it can deploy any type of equipment that are ready to be installed inside the racks.
It is a multi-purpose system and executes different tasks, not tied to any sort of a
company or proprietary device or product.

The “Overlay Robotized Datacenter System” process can be simulated before
actual operation to save time and increase the level of safety associated with robotic
equipment. The ability to preview the behavior of a robotic system in a virtual world
allows for a variety of mechanisms, devices, configurations, and controllers to be
tried and tested before being applied to a “real-world” system.

It is worthy to note that the production of an automated manufacturing system
would likely need to meet a wide range of quality production requirements such as
the International Standards Organization (ISO) as well as electrical and mechan-
ical safety standards under the Occupational Health and Safety Administration
(OSHA) products using digital electronics would also be subject to various regu-
latory requirements including those of the Federal Communications Commission
(FCC). Other regulatory bodies which could influence the manufacture of the
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proposed “Overlay Robotized Datacenter System” may include, but not neces-
sarily be limited to, the International Electrotechnical Commission (IEC) and the
International Telecommunications Union (ITU).

5.3 Market Analysis

Five major technological growth factors are foreseen to rabidly drive the demands
of the “Overlay Robotized Datacenter System”:

a. Building automation systems will continue to grow in usage, as they are central-
ized, interlinked networks of hardware and software that monitor and control the
environment in commercial, industrial, and institutional facilities.

b. Governments of various countries are adopting regulations to minimize energy
usage and waste.

c. New technologies driving global market demand include web-based or cloud-
based control systems supported by IoT, wireless and mobile technologies,
integrated building system, and facility management solutions.

d. Security system integrated with other building systems creates opportunities for
savings across all functional areas.

e. Advanced data analytics on cloud-based platforms has opened up a whole new
world for cost savings and operational efficiencies, giving facility managers the
ability to make their buildings smarter and more intelligent over time.

Security and access controls currently account for the majority of revenue share
in the global building automation systems’ market. It is anticipated to hold the largest
market share of more than 30% throughout the forecast period, including solutions
for safety-critical services (e.g., fire or security alarm systems) and security-critical
services (e.g., intrusion alarm or access control systems).

Today, companies are utilizing automated ground vehicles, robotics, and automa-
tion within their manufacturing and industrial facilities to realize great savings.
Companies are also starting to use drones to patrol outdoor property, saving money
on guards and manpower, and minimizing risks and errors by humans.

The primary market for the proposed design should target the owners of the
datacenters. As of toward the end of year 2022, there are more than 750 hyperscale
data centers in the world. By 2026, it is estimated they will get to 1200 (see Fig. 9)
[7].



12 K. Elbehiery and H. Elbehiery

Fig. 9 Datacenters worldwide

6 Conclusion

Technologies that are surrounding our lives such as IoT, 5G, artificial intelligence
(AI), and machine learning/deep learning (ML/DL), along with companies like
Amazon, Microsoft, Google, Facebook, and Netflix, are the engines behind the new
data economy, and it continues to expand globally and exponentially.

Simultaneously, robotic technology is literally invading almost every industry
today, robotic arms have replaced humans on the factory floor, and they perform pre-
programmed repetitive tasks much more reliably than humans. The robotic arms are
not only providing accurate results more than any human being is capable of but also
the capability of doing tough jobs such as lifting weights with no fatigue, no lunch
hours, not going home, and not only working eight hours per day like humans. Very
important to remember that despite the labor jobs are being replaced by robots, other
jobs are taking place such as programmers, observers, quality controls, assurance, and
supervisors. Technology did not look back, but it combined artificial intelligence (AI)
with robotic automated systems that have advanced rapidly to almost every aspect
of our lives, [8].

All in all, breakthroughs continue to happen each and every day in all the tech-
nology fields around the world. The amount of data surrounding these technologies
has exceeded expectations and consequently that presents multiple challenges for
the organizations and infrastructure required to support it. Building new datacenters



Overlay Robotized Datacenter System 13

using the traditional methods of today might seem to be the solution, but it has a
price tag such as extreme high cost, significant effort, and years to complete. On the
contrary, companies are working on experiments and trials for the future and they are
definitely reasonable solutions, but that will need from us to wait years from today
until the new design is available to implement and perhaps solve the problems. The
realistic approach is to have a design that it can work properly today and support
future needs as well.

The “Overlay Robotized Datacenter System” is designed for datacenters already
in service (Brownfield deployment) and the new install datacenters (Greenfield
deployment) as well through deploying commercial robotic system that could come
with different types of mobile replaceable arms along with the moving mechanism
between datacenters’ aisles [9].

The proposed solution reduces deployment expenses and time consumed while
simultaneously increases efficiency through a cohesive integration between the intel-
ligent human operator and the commercial robotic system that is capable and adaptive
to future demands. The whole system could be fully operated efficiently by people
with disability, which in turn opens up a great opportunity in a technology field that is
dominated by ordinary healthy individuals, and it improves task force management
by lowering the unemployment rate as well [10].

The “Overlay Robotized Datacenter System” reduces the time to deploy equip-
ment, which expedites the time to offer services to consumers. It significantly
increases employees’ safety by introducing a safety hazard environment against
contamination that could endanger humans. Most importantly, it is highly compat-
ible to work with severe conditions such as pandemic, epidemic, or outbreak health
situations.
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Development and Applications of Data
Mining in Healthcare Procedures
and Prescribing Patterns in Government
Subsidized Welfare Programs

Praowpan Tansitpong

Abstract Electronic medical records are crucial for the development of government
subsidized programs in modern healthcare management. In this study, data mining
techniques are used to identify prescribing patterns in health insurance plans and
to determine whether differences between health insurance plans and benefits affect
healthcare delivery. Electronic medical records were collected from rural hospitals
in Thailand according to National Health Service guidelines. This study shows the
cost structure of the Thai government’s healthcare program. Due to the variety of
drugs and complexity ofmedical service, the reimbursement cost for patients is much
higher in social security programs.

Keywords Healthcare process variations · Service differentiation · Electronic
medical records · Health benefit programs · Healthcare data mining

1 Introduction

Launched in 2001, Thailand’s Universal Insurance Scheme (UCS) provides medical
benefits to about 95% of the total population, in addition to the Civil Servant Medical
Benefit Scheme (CSMBS),which covers about 10,000people. Thailand also provides
a social security system with compulsory health insurance for 10 million private
sector workers. Thai citizens who cannot afford social security or other private insur-
ance can receive treatment at designated medical facilities. These initiatives require
healthcare providers to send electronic data in a structured format to governments,
including private and public hospitals. All government hospitals and some private
hospitals offer these plans. However, health insurance in Thailand is very complex as
the government has created 60 additional social insurance categories for institutional
beneficiaries such as local administrators (PAOs), regional administrators (SAOs),
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retired officials, public school teachers, and the families of the beneficiaries. Hospi-
tals in Thailand provide reimbursement to hospital staff and their families as a form of
alternative health care. By combining Thailand’s main pension schemes (social secu-
rity and civil service, private insurance, and universal insurance) with hospital health
insurance for hospital workers, the health systemmanagement system addresses very
specific longitudinal differences in medical procedures. Differentiation of services
is common in the healthcare sector. Many hospitals and clinics offer service options
that allow patients to stay in luxurious private rooms with premium bedding, have
their own on-site chef, or receive a private visit. In some hospitals, older patients (also
known as “ward patients,” or patients who pay extra for past services) are marked in
red in their medical records, while inpatients are often marked in white (New York
Times, 2015). Premiums and benefits for each benefit plan vary depending on the
course of treatment, the specific disease, and the healthcare facility. This practice is
also occurring in most countries globally.

The literature on electronic big data in Thailand’s healthcare system is limited
due to the complexity of data collection and the multiple structure of databases
for different diseases, personal data, and government audits. Health information is
extensive, but public and private insurances also depend on the savings account and
the patient’s plan and options. Generic health insurance does not cover horizontal
and vertical difference in treatments and prescriptions. The benefits are not due to the
full vertical difference between private and public insurance, because taxes are less
selective than private savings and patients have to pay more for insurance in public
projects such as Medicare. Since the transformation of Thailand’s healthcare system
in 2000, there has been an increasing demand for medical care. Local hospitals in
Thailand have access to local patients due to various government welfare programs.
In the medical field, many hospitals use traditional database management, but many
electronic medical records (EMRs) are collected. Therefore, most regional hospitals
are working to increase the efficiency of their clinical operations by leveraging big
data and choosing the right technology. EMRs encourage patients, physicians, nurses,
and others to participate in drug therapy monitoring and management. The biggest
challenge for Thai healthcare is to reduce costs and improve treatment processes
and outcomes. Thailand considers itself the health center of Asia and is trying to
solve this problem by analyzing health data to become a leader in health research in
the Economic Community (AEC) and to become center of healthcare system in the
Association of Southeast Asian Nations (ASEAN).

From 2010, new government subsidized programs are available in Thailand,
patient benefits, including dialysis, are more expensive, and self-funded benefits
often include (or exceed) family benefits. Rather than comparing differences in
coverage between private and public insurance, this study aimed to examine the
unique evidence and differences between benefit plans that may affect substance
abuse treatment. To examine the effectiveness of standards of care for different patient
segments; hence, healthcare dataset should include a full sample of health insurance
companies with a sample (or cross-sectional) and vertical differentiation. In health
system, resources are limited, healthcare providers such as physicians spend time
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interacting with patients and focus on diagnosis with constraints in making deci-
sions. The purpose of this study was to understand how electronic health databases
can be used to identify prescription drug decision-making patterns among insurance
companies and publicly funded benefit providers.

2 Literature Review

Healthcare providers aim at developing variety of products to fit theirmarket segmen-
tation strategy. Hospitals can use segmentation strategies to increase overall demand
and generate more revenue in different segments. Another benefit of market segmen-
tation is that companies can charge higher prices for high-value products or services
that customers want [1–5]. Patients pay more for quality care. On the other hand,
patients who do not use fee-for-service services do not prioritize care, and providers
must allocate resources to prioritize clients according to the terms of the contract they
choose. Some patients are more critical and may require more shifts than others, and
emergency care is often provided earlier than inpatients. However, selection bias can
negatively affect other patients and the overall quality of the emergency department
[6–8]. In the review of these literature, physicians are expected to offer alternative
treatments, but may not be aware of inherited influences on treatment decisions that
are influenced by what they know about the patient’s condition. EMRs facilitate
health management to determine functional decision-making procedure; however,
the usage is a relatively new concept in healthcare [9–14]. Because the course of
treatment varies, the quality of care provided by healthcare providers is unknown and
its effectiveness has not been proven. There is no evidence of a relationship between
quality of care and a specific type of prescribing treatment in product or flow of
the service. Further research is then needed on the cost-effectiveness of high-quality
healthcare. To test this hypothesis, health data were the primary source to determine
whether healthcare delivery affects healthcare quality. Medical records can be used
to monitor staff care during treatment to patients. Electronic medical records are
structured databases that contain information about patient care. Databases provide
access to data that can be used to uncover hidden patterns and relationships in decision
making. Although some functional deterministic patterns are difficult to identify or
explain in everyday practice, EMRs analysis can provide clinicians with some struc-
tural results [15–18]. However, the literature ignores empirical evidence for some
differences between brand name and generic drugs for disease-specific drugs.

There are many different brands in the drug group that are prescribed for patients
with similar diseases. In this study, the authors examine the fairness of allocation
decisions for different patient segments defined by different treatment plans and
payers. A study of cross-sectional and cross-sectional health benefits and relation-
ships among various determinants, including recommended doses and other criteria,
in addition to previous literature providing age, sex, or initial diagnosis data. This
study is the first to review the recommended results of the diagnostic model and
point out the specific reasons for the different initial results, including the specific
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benefits and treatments. This study builds on the literature addressing moral hazard
behavior in treatment choice and drug use [19–21]. Physicians will prescribe a more
expensive drug or a higher dose if patients have allowance for reimbursement. In
some countries, a variety of services, including physician visits, hospital costs, and
prescriptions, are governed by government regulations [22–24]. Inmost cases, physi-
cians in Asian countries prescribe the drug, prescribe, and generate profits for hospi-
tals. Researchers have studied health providers’ behavior from different perspectives.
Given the differences in drug selection (e.g., high-end brand versus generic), the liter-
ature has examined the determinants of physicians’ vertically differentiated behavior
in prescribing for treatments [25–28]. Government subsidy programs also regulate
retail prices, and healthcare providers take favorable actions to distort retail prices and
price competition through reimbursement and price controls on wholesale and retail
prices [29–33]. While these studies focus on the impact of industry on healthcare
practices, this study uses electronic health records to analyze the micro-operational
decisions of healthcare providers including a given condition may be prescribed
to a patient based on multiple prescriptions. In this study, the authors examine the
distribution of patients across different healthcare delivery categories and payment
programs.

Studies in the past have pain attention to patients benefit and socially alloca-
tion welfare on multiple programs [34–37]. According to the literature, the goal of
prescribing is to maximize patient benefit, and physicians make decisions to improve
treatment outcomes. Social planners may encourage the use of generic drugs over
brand name drugs, but the high cost of approved quality makes generic manufac-
turers inflexible in price competition. Price and brand differences havemade branded
drugs a popular option in the system of health care in Europe. There are no studies
in the past that take into account the classification of recipes according to the type
of ingredients. Previous literature has extensively discussed pharmaceutical compa-
nies’ decisions to develop horizontal and vertical product differentiation to prevent
competitors fromaccessing products throughout the product life cycle [38–42]. These
studies suggest that product differentiation facilitates marketing efforts (e.g., adver-
tising) to persuade physicians to prescribe a particular drug brand. However, other
publications often target physicians who prescribe brand name or generic drugs.
Changes to drug manufacturers, trade names or brands and discount plans must be
explained in the regulations. Because this is the first study to examine the volatility
of market segmentation as a factor in healthcare decision making, it reflects different
perceptions of quality. Twoother control variablesmay have influenced the drug deci-
sion. Medications and medicine costs reimbursed to physicians or hospitals. Hence,
the main purpose of this study is to investigate prescribing trends in health plans
and to use data mining techniques to determine whether health plans and benefit
plans influence drug selection decisions for patients treated similarly in other plans.
In addition to current literature suggesting that surgeries are related to age, gender,
or prognosis, this study examines the relationship between horizontal and vertical
benefits and other choices such as cost, medications, and deductibles. The goal is to
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identify interactions and explore how many placement decisions are made in diag-
nostic model and uncover underlying reasons for profit seeking behavior, including
specific services and treatments for different benefit plans.

3 Methodology

Data collection methods for this study included data retrieval, transformation, and
loading. Disease coding data can play a role in insurance-covered treatments. There
are three main systems operated by the government: the security system, the health
system for civil servants or public employees, and the universal protection system.
The universal insurance plan and two other plans (insurance company and single
payer) are included in the data collection process. All personal patient information
is decoded and converted to a new identifier such as a patient number ID (or HN).
Patients with chronic conditions were matched to the International Index of Diseases
and Health Problems for several major chronic conditions (hypertension, cancer,
and diabetes). The cleaning process also includes separation of digital blocks and
text blocks. Open-source software (MongoDB, Hortonworks, CouchDB, Cloudera,
etc.) is required to convert comma separated value (.csv) files to JSON. Amazon
Web Services (AWS), a recognized cloud service, was selected to host the data and
manage this data ecosystem. The National List of Essential Medicines (NLME) lists
essential medicines for the prevention and management of all essential medicines,
with a focus on treatment recommendations. Diseases, this list was first submitted
in 1972, with the most recent update in 2016. The primary purpose of the NLME
is to prevent the unnecessary use of medications and to control the overall cost
of prescription drugs. However, the government-controlled program allows three
physicians to collaborate on the use of off-label medications when necessary for
treatment. Violations can be considered from three perspectives. Positive violations
(failure to follow instructions), neutrality or adherence to guidelines, and negative
violations (violations of guidelines and other normative actions).

The database consists of 18 separate Structured Query Language (SQL) tables.
Based on the results of testing and evaluation during data collection, the programwith
the best performance in terms of speed of program execution, reliability of services,
and availability of the program was selected. Patients with chronic diseases were
listed in the publication of the International Classification of Diseases 10th Revi-
sion. Missing values and zeros were removed as part of the data cleaning process.
Translate the number and units of the specified string. The cleaning process also
includes ID number and text element. Open-source software (MongoDB, Horton-
works, CouchDB, Cloudera, etc.) is required to convert comma separated value
(.csv) files to JSON, which enables configuration and management of communi-
cation between secured Amazon Web Service (AWS) and cloud services. The next
step is to use the development environment to write a Java program that compares
the number of commas in a table column and compares and calculates the value of
a given column with the actual data. This method is designed to export data from
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Fig. 1 Example of fields in the database

two programs simultaneously. In this way, the primary key values are calculated
and reduced to one column, as shown in Fig. 1. This study also compares other
programs because the system is designed as a cloud service platform for accessing
and managing Big Data organizations. The process begins with obtaining hospital
records and processing patient data. During this process, data is collected in comma
separated values (CSV) format. The result of this process is shown in Fig. 2.

4 Results

A descriptive overview of the variables is given in Table 1. The log function was used
to generate a uniform distribution of clinically useful parameters when evaluating
inpatient and outpatient settings (profit and reimbursements). Outpatient prescrip-
tions have advantages over clinical prescriptions. The mean, standard deviation, and
standard deviation of brand preference are similar, indicating that the pharmaceutical
company is associated with the drug brand. The maximum number of hospitalization
wards (shifts) for this diagnosis. There are indications that overprescribing can be
explained by limited changes in the quality of care. These drugs are more common
among older people in Southeast Asia. Differences in efficacy, dose, choice of brand,
diagnosis treatments, and profit are investigated. The regression model provided
predictors for retail value, number of prescriptions, manufacturer diversity, brand
preference, and preference. The regression results are shown in Table 1. Differences
in dose, brand choice, and benefit plan were significant only between the two models
combined. Profit is calculated as the difference between the retail price and the cost
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Fig. 2 Diagnostic query results

of the drug. Inpatient services (IPDs) were separated from outpatient prescriptions
(OPDs), requiring decision making for different patient groups.

A regression model describes relationship between benefit plan and variation in
treatment procedure, amount of prescription, drug choice, dose, andmanufacturer, all
equal. The dose prescribed will depend on the medical condition, but the physician
may increase the dose for maximum benefit. Additionally, the results suggest that
hospitals may benefit more from a variety of brands and payment methods, but
the results are inconclusive. Physicians try to prescribe more expensive treatments
whenever possible. For government suggested regulations or other restricted options,
on the other hand, limit the drug options and limit the ability to use healthcare after the
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Table 1 Descriptive summary

Variable Obs Mean Std.dev. Min. Max.

Profit 34,262 31.69169 223.9225 0.3 6107

Reimbursed cost 34,262 257.076 2470.474 0 26,393

Amount of prescription 34,262 61.07184 113.924 0.1 600

Number of brands 34,262 164.8355 78.95719 1 327

Number of manufacturers 34,262 149.8599 67.32339 1 290

Number of multiple cases 34,262 12.2057 5.483112 1 18

option expires. Brand choice has a huge impact on a hospital’s profitability. Themore
brands physicians choose and the more competitive they are, the more profitable the
hospital is. The reward index and the acceptable size factor are estimated positively.
As a result, the higher the government subsidy, the higher the hospital’s prescription
income. Hospitals can also make more profit because physicians prescribe higher
doses for patients. The higher the government subsidy, the higher the hospital’s
profit per prescription. Hospitals can also benefit greatly when physicians prescribe
higher doses. The results suggest that differences in payment patterns have a positive
effect on payment and that hospitals rely on prescribing patterns when physicians
have multiple types of patients with specific diseases (Table 2).

Table 2 Regression results
of impact of cost structure on
healthcare providers’ profit

Profit

Reimbursed cost 0.887***

(0.00179)

Number of manufacturers 0.041***

(0.0000585)

Number of multiple cases − 0.072***

(0.000162)

Amount of prescription (DOSAGE) 0.466***

(0.0000366)

Number of brands 0.098***

(0.0000557)

N 34,262

R2 0.749

adj. R2 0.749

F 4636.1

Standardized beta coefficients; Standard errors in parentheses * p
< 0.05, ** p < 0.01, *** p < 0.001



Development and Applications of Data Mining in Healthcare … 23

5 Discussion

Since the physician has several options to choose from prescribed doses aremeasured
in pharmaceutical units, the dose may vary according to the physician’s prescription.
The dose is also adjusted according to similar diagnostic procedures and other brands
of drugs. The number of brands is based on the number of different drug names
available in the International Classification of Diseases (ICD-10) which includes
disease codes, signs and symptoms, pathological findings, complaints, social condi-
tions, and external causes of injury or disease. Brand selection refers to a variety
of products, including brands and generics from many manufacturers. Hospitals can
work strategically to improve different outcomes for both inpatients and outpatients
based on length of stay and treatment required. For example, cost–benefit analyses
between hospitalizations in these two groups were evaluated separately. Prescrip-
tion drug costs are covered by reimbursement and payment plan according to the
employed benefits. Although the government sets different reimbursement rates for
each prescription drug and hospitalization, the prescription reimbursement system
is not always linked to the benefit system.

The number of manufacturers is calculated based on the number of pharma-
ceutical companies in an ICD-10 diagnostic table. Pharmaceutical companies can
play an important role in marketing and advertising expenditures that can affect
drug programs. These parameters are related to market openness of pharmaceutical
companies and competing treatments for certain diseases. Health insurance changes
are the number of health insurance policies that change due to a single diagnosis. In
many cases, other patients with similar pathologies are also involved. Age-related
diseases such as diabetes are common among retired civil servants and their fami-
lies. Changes to the unemployment benefits system mean that many patients are
moving away from the solutions prescribed by physicians. Dosage gives the physi-
cian (or hospital) a different picture of the drug’s quality and cost, which can influence
prescribing choices. Although this study did not compare differences between private
and public endowments, it did look at unique benefit plan adjustments and changes
that could affect administrative processes. Reimbursement costs for each benefit plan
vary by type of treatment and disease.

6 Conclusion

This study investigated prescribing variability and chronic disease symptoms in
diagnosed patients by mapping prescribing patterns in electronic health records to
better understand the effects of prescribing changes on patients. The standard treat-
ment procedures and prescription patterns of the Thai government’s Supplemen-
tary Support System (UCS), Social Security System (SSS), Civil Servant Medical
Benefit Scheme (CSMBS), and private insurance are quite different. The analysis
also identified inconsistent prescribing patterns in the clinical database. This study
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Fig. 3 Government subsidized program profit versus loss comparison

examines differences between benefit plans thatmay affect treatment outcomeswhen
multiple options are available, which in turn may affect the profitability of healthcare
providers. This study shows how big data and cloud technologies can be integrated
in practice and how the transfer of data from local hospital databases to the cloud
can be supported. This study focuses on database technologies that can improve the
performance of medical software and ensure the delivery of medical services. In the
eastern part of Thailand, diagnosis data (ICD10) and prescriptions and prescription
guidelines fromhealth authoritieswere collected. As a result, it was found that the co-
payment did not affect the cost of treatment, but the characteristics of the frequency
of prescription reflected the difference in the service system.Most prescriptions were
selected, but some prescription products did not meet the criteria as shown in Fig. 3.
Results of this study represent the difference between the compensation plans and
the greater the difference between the compensation plans, the higher the rate of
return.

In particular, the results show that the differences in benefits and treatment deci-
sions in termsof doses are co-existed. The results are consistentwith existing observa-
tions that hospitals can build benefit systems based on price structures. The EMRs are
essential for physicians and healthcare facilities to make decisions and treat patients.
Large amounts of unmanaged data are not available simultaneously. Applying this
knowledge of database management will be helpful in solving healthcare process
problems and leveraging scarce resources in healthcaremanagement. This helps both
physicians and staff to work more efficiently and provide the best care or service to
patients. The results also show that brand selection and switching of patient cate-
gories increase hospital revenues. The results of this study suggest that treatment
plan switching differs across hierarchical prescribing practices. The results showed
that prescribing decisions were based on a unique characteristic of the payment
system’s prescribing frequency without affecting healthcare costs. In addition, the
results suggest that changing treatment plans will improve cost-effectiveness, and
hospitals may benefit from prescribing plans as physicians treat a wider range of
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patients with diverse symptoms. This study uses health analytics management and
cloud computing to understand how different health plans work in Thailand.

7 Limitation and Implication of This Research

A limitation of this study is the availability of the electronicmedical records database,
which may be difficult in rural areas of developing countries. Electronic medical
records capture general data, including general patient information, demographic
information, health information, treatment history, contact information, and payment
information. Using this data, physicians and practitioners can update their informa-
tion. Some types of recorded health information and treatment history are restricted,
such as sensitive conditions, including treatment protection, so retention rates cannot
be retrieved. There are also issues with manually entering data input that has not yet
been converted to a digital format. This can lead to difficulties in applying research
methods and techniques at other hospitals because local staff lack knowledge of data
management. This approach prevents local medical staff from performing the proce-
dure without proper training. In general, the results of empirical studies often need
to be replicated or evaluated against other considerations when treatment is individ-
ualized. However, this study sampled the actual process using electronic records,
which may have methodological limitations that prevent physicians from making
clear statements that would lead physicians to revise practice guidelines, such as
equal treatment for cost-effectiveness. Clear statements about medical practicemight
be more likely to be based on systematic procedures or clinical practice guidelines
that are based on comprehensive literature reviews. Hence, this study has raised
some interesting issues about equity in patient care that can be found in manage-
ment practice reports that support other claims about the impact on the healthcare
delivery process. While this study highlights the importance of defining local health-
care processes in Thailand, the findings shed light on the prescribing patterns of rural
healthcare services. The importance of this study is to provide an overview for future
research that addresses the intersection of economic models and performance-based
social healthcare.
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Knowledge Graph Generation
from Model Images

Srinivasan Kandhasamy, Chikkamath Manjunath, Praveen C. V. Raghava,
Sandeep Kumar Erudiyanathan, and Gohad Atul Anil

Abstract Model-based system engineering (MBSE) for automotive requirements is
gaining prominence over the last decade in the software industry. MBSE models can
be designed and constructed for the corresponding unit level requirements to system
level requirements using tools like MATLAB/Simulink, ASCET, etc. Once these
models are made available, extracting and inferring information from these mod-
els will help in understanding on how the corresponding requirements are realized.
Here, we tried to develop a technique to capture these model-related data from image
files and converting them into equivalent knowledge. The knowledge is extracted,
interpreted, and inferred for a given context and stored it in the form of a knowledge
graph (KG). There are three major components: element detection, connection anal-
ysis, and text analysis. Here each of these components is further explained in detail.
The information obtained out of these components is used to generate knowledge
graphs. These KGs are further used for various applications in the V-model software
development cycle. Test case generation is one among various use cases of a KG.
Here brief explanation is provided on an use case where KG is used as a means to
create test intents through querying.

Keywords Knowledge graph · Image processing · MBSE · CCA · Text analysis
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1 Introduction

In automotive industries, majority of the software applications are developed by
either directly through the embedded C programming or modeled graphically using
ASCET or MATLAB/Simulink tool. Many static software analysis tools exist for
C or Java [3], whereas there is lack of availability of such tools for model-centric
development approach like ASCET or MATLAB. These tools are used for develop-
ing application software for embedded systems using graphical models and textual
programming notations and provide amodel-based innovative solution and represen-
tation. In model-based development, an executable of the system is generated while
establishing its properties through simulation and testing in early stages of devel-
opment. When the model behaves as required, it can be converted automatically to
production quality code. Prior to deployment, testing of these models plays a critical
role in avoiding the malfunction of units/false behaviors.

The system or unit models from ASCET or MATLAB/Simulink are complex
to understand when the intended applications for such models consist of multiple
functional components. Thesemodels have complex interactions ofmany sub-models
and components. These sub-model components are connected with different control
or signal lines in multiple sequences to perform different actions. The system model
eventually calculates required output for the set of given input. These models are
deployed in the electronic control unit (ECU) to perform various activities. The
automated means of extraction of information from models construct knowledge
graph (KG) and represent it in the form of machine-readable format which has
numerous applications industry wide. One among them can be seen in [1], where
authors discuss the top-down and bottom-up approach ofKGcreation from structured
and semi-structured data. A similarwork can be seen in [2]. In the currentmanuscript,
our approach uses image analysis [4] to transform themodel images. Here conversion
of such images to knowledge and these information are further integrated to generate
a knowledge graph is discussed.

2 Image Processing Steps

Three major components are used for KG creation: element detection: where the
algorithm detects the control elements and other kinds of blocks in an image; con-
nection analysis: where the algorithm detects and extracts the context of which block
is connected which others; text analysis: where the text information of the image is
extracted.Eachof these components is further explained in detail consideringASCET
model in the following sections. The steps and KG generation process are same for
MATLAB/Simulink or any other such models.
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2.1 Element Analysis and Layer Creation

Element analysis includes primarily, detection of various ASCET elements in the
model images. Object recognition is used to detect elements in the model images.
Fundamentally, the recognition task is carried out by analyzing the shape of elements
in the diagrams [5, 6]. One typical model image is shown in Fig. 1. ASCET golden
element image library is created with all the ASCET model icon images from the
ASCET installation. Element detection algorithms are used to detect the standard
ASCET elements in each of the model images (Fig. 2). Scalar elements are identified
by analyzing the shape of the scalar elements using Laplacian convolution operator.
Similarly, system elements corners are marked and boundary identification algo-
rithm is deployed to detect the location of the system elements. The scalar elements
boundary is reduced in all the sides to mark the scalar text for input and output
elements.

Fig. 1 ASCET Image
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Fig. 2 Element detection and layer creation flow

Fig. 3 ASCET Element
Layer

Different layers area is generated for further analysis in the pipeline. These layers
are created by masking the elements logically and performing arithmetic operations
on the images. Finally, the ASCET elements texts are separated from the connections
by deploying novel algorithm. This helps in creating connection layer and text layers
for further analysis (Figs. 3, 4 and5).

Scalar elements are the elements connecting all the model images in the image
container. These scalar elements from all the images are added in the ASCET tem-
plate library, and further matching of the scalar elements is performed by further
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Fig. 4 Connection layer

detection of this library elements across all the images. This scalar elements identifi-
cation related to each image and matching them helps in understanding the sequence
of the model element connections across images. The connection layer is used as
input image for the connection analysis, and scalar element and block element text
layers are used as input images for text analysis. In addition to the above output
images, element detection is also providing two CSV files. One CSV file contains
the information about the location of the element blocks (ASCET, scalar, sequence,
and system) and the CG locations. Also it provides the information about the sides
if it is input side or output side of the element which is marked as 1 for input side
and 2 for output side. This CSV has also the connection point (X,Y) coordinate
information.

Harris corner detection algorithm is used for the calculation of the corners for
the I/O points of the blocks. The other CSV file contains the information about the
sequence elements (scalar) present in the given images. These sequence connections
are listed as source and destination elements though multiple elements which are
connected in sequence to aid the knowledge graph creation.
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Fig. 5 Text layer creation

2.2 Connection Analysis

Connection analysis of a block diagram plays a vital role in extracting the informa-
tion regarding inter-block dependencies. However, the techniques developed in this
project do not impose constraints on the software used, and the experiments are con-
ducted on the ASCET block diagrams. Sophisticated image processing algorithms
are used for the connection analysis. The following steps are carried out to perform
this task:

1. Input the connection layer image discussed in Sect. 2.1 and the original image to
the algorithm.

2. Read the bounding box information of the control elements that were masked in
the connection layer/recognized in the element detection phase of the project.

3. Extract the connections and find the bounding boxes. From these connections,
extract the corner points. Using the extreme corner points, find the association of
the connection to the elements.

4. These elements are given unique IDs, and the end of every connection signifies
the mapping of the connection to the block (Figs. 6 and 7).
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Fig. 6 Image for connection analysis

5. Together with the IDs also the tap points, corner points which are having 90◦ bend
points and association of lines to blocks and line crossing points are identified.

6. Further these points are sorted to extract the context information of which block
to which other blocks in an image. Resolving these points plays a critical role in
getting the information about block interconnections in an image. In Fig. 7, the
tap points are shown in figure with the text “tap”.

7. Further, there are three types of lines in an image: solid, dotted, and sequence lines.
Solid lines represent the analog signals flowing from one element to another,
dotted lines carry digital signal, and a sequence line carries information about
the sequence in which certain elements have to be executed in an image. This
classification is carried using a smudge of image processing and deep learning
classification algorithms.

8. The obtained image information is later used to chain in a sequence or in the order
in which they are executed and transformed into KG using suitable ontological
definitions.

9. The overall block diagram representation of the connection analysis is shown in
Fig. 8.

2.3 Text Recognition

Text recognition is the process of identifying the image characters as part of pre-
trained alphabets or symbol. Text identification performs the task of identifying
the candidate text region using morphological operations. It does not understand
or recognize the precise text in the selected contours. It is imperative we differen-
tiate between on text and non-text characters; this differentiation happens both in
text detection and text recognition phases. Text recognition is achieved by the deep
learning algorithms. Here in this project we have used the Tesseract Python library to
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Fig. 7 Identified connections

Fig. 8 Connection identification flow

extract the ASCET text from the images. The text recognition is shown in Fig. 9. Text
recognition architecture uses concepts of adaptive thresholding, connected compo-
nent analysis, deep learning methods for text differentiation with other aspects of
image, and deep learning methods for word classification and final word output.

3 Knowledge Graph Generation

3.1 Ontological Data Creation

An ontology represents the fundamental knowledge pertinent to the application
domain, namely the concepts constituting the domain and the relationships between
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Fig. 9 Text recognition

them. Ontology is semantic data models that define the types of things that exist in
any domain and the properties that can be used to describe them. Ontology is gener-
ally regarded as smaller collections of assertions that are hand-curated, usually for
solving a domain-specific problem. Ontology for ASCET elements has been manu-
ally created, using ASCET Automotive System Library and ASCET Icon Reference
Guide. This data is kept as a standard library and used in conjunction with the each
functional component data fetched from the components discussed in Sect. 2.

3.2 Knowledge Graph Creation

Knowledge graph (KG) is a structured form to capture these relationships and enti-
ties from various structured and unstructured data sources. ASCET model images
containing several model information and related ASCET functions with inter-
dependencies can leverage a KG representation. The quality of KG depends on the
nodes and relationships extracted from the data. KG development typically consists
of two major phases: knowledge extraction and knowledge completion. Knowledge
extraction consists of the tasks NER and RE [7]. These NERs are already available in
the form of block names extracted from the model images. The ASCET functions in
connection with these blocks provide the necessary information for relation among
the nodes (RE). The generated ontology data is imported to Neo4j tool to generate
the knowledge graph.
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3.3 KG Use Case

In an use case, AI tool is used to generate structured signal-level test specification
given software requirements. The idea is to convert non-structured software require-
ments into structured information and to be able to use it for any automation purpose.
It is a pipeline solution with a list of AI/NLP algorithms trained with specific domain
corpus [7]. Test case generator is combined with the model KG generated from the
model images to automatically generate test cases for given requirements.

4 Conclusion

With the available image repository belonging to a functional component docu-
ment, the pipeline extracts element information with its boundary point details in
an image, connection information details, and text details. The obtained information
is used to generate a knowledge graph. A use case to generate the test cases from
the requirement to test case is successfully implemented . Under weak constraints,
the algorithm works with good accuracy, where the test cases generated suffice the
functional requirement of the indented design of the model. Current focus is on
improving the overall accuracy and performance of the pipeline to meet various use
cases using advanced machine learning and deep learning algorithms and parallel
processing wherever applicable.
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Measuring the Performance
of An Object-Based Multi-cloud Data
Lake

Miguel Zenon Nicanor L. Saavedra and William Emmanuel S. Yu

Abstract As the amount of data generated by society continues to become less
structured and larger in size, more and more organizations are implementing data
lakes in the public cloud to store, process, and analyze this data. However, concerns
over the availability of this data as well as the potential of vendor lock-in lead more
users to adopt the multi-cloud approach. This study investigates the viability of this
approach in data lake use cases. Results that a multi-cloud data lake can potentially
be implemented with less than 1% performance impact to query run times at the cost
of a 300% increase in one-time loading. This opens the door for future work on more
algorithms and implementations that leverage multi-cloud deployments to enhance
availability, scalability, and cost optimization.

Keywords Cloud · Data lake · Data analytics · Big data

1 Introduction

The amount of data being generated today continues to grow at a fast pace. From
2020–2021, the amount of data captured and consumed was estimated to have grown
by over 20% from 64.2 zettabytes to 79.0 zettabytes [14]. While the amount of data
continues to grow in size, over 80% of this data is considered to be unstructured or
semi-structured [3]. Traditional data management and data storage systems such as
relational database management systems and data warehouses do not analyze these
types of data well as they are primarily designed for structured data. In recent years,
data lakes are becoming the more popular approach to analyze and process data
because of their ability to handle unstructured and semi-structured data, as well as
because of their relatively lower costs when compared to warehouses [10].
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While various organizations and companies today offer data lake technologies,
the most prevalent method of implementing a data lake is through public cloud
infrastructure and cloud service providers (CSPs) [2]. The pay-as-you-go billing
model as well as the decoupling of storage and compute make the cloud an ideal
place for both data lake storage and data lake processing.

As cloud technologies mature, analysts and engineers are beginning to show con-
cern regarding the potential issues and risks of cloud [4]. First, with regard to disaster
recovery, if a single cloud provider experiences downtime issues, this could poten-
tially lead to the loss of a large chunk of company data. Secondly, authors have shown
concern over the possibility of vendor lock-in [4]. Having multiple application pro-
gramming interfaces (APIs) with a lack of interoperability with other cloud providers
may lead companies to become too dependent on their own provider. Finally, with
regards to elasticity, CPU manufacturing shortages have impacted even large cloud
providers. There will be great benefit in leveraging multiple CSPs to ensure the
availability of processing power.

The goal of this study is to implement a multi-cloud data lake and benchmark its
performance. By analyzing the performance impact of spreading data acrossmultiple
CSPs, this paper aims to help organizations determine the potential advantages or
disadvantages of a multi-cloud data lake solution.

2 Related Works

The trend of data lakes today is to separate compute and storage [5]. This allows
each to scale independently of the other and even leverage ephemeral computing
environments for batch jobs. Section2.1 starts by giving an overviewof object storage
and its overall architecture, while Sect. 2.2 talks about processing mechanisms that
run on top of object stores. Finally, Sect. 2.3 discusses the current efforts in building
multi-cloud storage and analytic systems.

2.1 Cloud Object Storage

An object represents a file and metadata associated with the file [5]. This includes
access control, encryption, and arbitrary user-defined metadata. Objects are
immutable constructs that cannot be modified in place but can be deleted and over-
written. These objects are then placed into hierarchical namespaces called buckets.
This makes them slow to write but ideal for write-once-read-many (WORM) use
cases. The majority of CSPs today implement their own version of object storage.
These include the Amazon Simple Storage Service (S3), Azure Blob Store, and
Google Cloud Storage (GCS). They offer “unlimited” amounts of total storage, the
ability to seamlessly scale based on the number of storage clients, and a pay-as-you-
go pricing with no commitment requirement.
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Fig. 1 Components of cloud
object storage

Fig. 1 illustrates the general architecture of object stores implemented by most
cloud providers. The API layer accepts the raw file data as well as any metadata
input. This data is then sent to the replication layer and duplicated across multiple
data centers and disaster zones1 within the same geographic area.

Object stores are an ideal system for data lake storage as lakes are primarily read-
heavy workloads. Data is collected and ingested from different data sources and
stored in an object storage system [15]. A separate system is then used to catalog
additional metadata for the data lake such as partition information and table schema.
Finally, processing systems leverage the data catalog for schema and location refer-
ences to run queries on top of the object store without the need to ingest any data.

2.2 Distributed Processing

To ensure that the storage and compute components are decoupled, distributed com-
puting environments are normally provisioned separately from the object stores, then
used to query the data from the lake [5]. This type of processing became more com-
mon after the introduction of the Hadoop ecosystem. Hadoop acts as the processing
layer which uses the MapReduce framework to easily distribute query workloads
across multiple machines. This is further enhanced by the use of common interfaces
such as HiveQL, Hadoop’s SQL interface to MapReduce.

As the cost of hardware continued to decrease, processing was offloaded from
disk into memory. Tools like Spark and Presto can query data from a data lake while
keeping the data in-memory for faster processing [6]. This led to query jobs that were
10–100 times faster than plain Hadoop and MapReduce.

The combination of in-memory processing provided by modern frameworks, reli-
able and scalable object storage, and ephemeral compute environments provided by
CSPs all dramatically lower the costs of managing a data lake without sacrificing
performance. It has become common practice to keep data stored in object storage
but keep processing nodes offline [5]. Because CSPs do not require computing com-
mitments, and nodes are only billed when they are running, users are only billed for
storage costs, allowing them to save on processing costs. This setup is often referred
to as an ephemeral computing environment.

1 Often known as availability zones or simply, zones.
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2.3 Multi-cloud Projects

The use of multi-cloud technologies can further improve the resilience of data lakes
and potentially reduce costs by leveraging various pricing models and avoiding ven-
dor lock-in [4].While research inmulti-cloud systems is a growing field,most current
work is focused on optimizing for compute, storage cost, availability, and network
latency of basic storage operations.

The Scalia project was developed to support multi-cloud architectures and
improve availability using erasure coding to distribute objects in chunks and spread
them across CSPs [8]. They provide an Amazon S3-compatible API as the front-end
of their system while the back end handles striping and uploading chunks to multiple
supported cloud providers.

MinIO focuses more on scaling cloud object storage by making use of container-
ized environments. It uses Kubernetes, a ubiquitous container control plane, to dis-
tribute the storage workload across multiple containers hosted on virtual machines
running on different CSPs [9]. The focus was less on using the native object storage,
but more on leveraging the compute resources available for better flexibility and
system control.

Noobaa is another multi-cloud project owned by RedHat that acts as a storage
gateway tomultiple CSPs [11]. Similar to Scalia, they also implement erasure coding
to spread object chunks across cloud providers and also implement an S3-based API
front-end. Noobaa, however, is deployed in a containerized cluster, allowing it to
scale horizontally to handle more traffic CSPs while appearing to clients as a single
unified file system.

One point of interest across these studies is that, like more object storage systems
today, they have chosen to implement the S3 API over their own custom API. This
goes beyond multi-cloud systems as several on-premise and even CSPs2 have also
been implementing the S3 API as a front-end to their storage environments [1]. This
is likely due to the support many connectors and tools have for this S3 API.

All thesemulti-cloudprojects focus primarily onhandlingbasic storageoperations
such as reads and writes. Current studies have not yet explored the use case of
analytics workloads in multi-cloud systems which this work hopes to evaluate.

3 Methodology

This section discusses the multi-cloud system used as a data lake as well as the
experimental design used to test its performance.

2 Google Cloud Storage, one of Amazon S3’s competitors, has even chosen to implement it.
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3.1 System Overview

The system used for this study consists of four major parts as seen in Figs. 2a–b: a
multi-cloud storage, a Hadoop cluster for data analytics, Amazon S3 Storage, and
Google’s GCS. To ensure consistency, all components were hosted in the Singapore
region of their respective CSPs.

Storage Gateway This study made use of the Noobaa multi-cloud storage gateway.
The storage gateway consisted of an operator which processes user input, a core
component that handles storage operations, and a database (DB) component that
holds storage metadata. The system was deployed in a Kubernetes (K8s) cluster with
three worker nodes as seen in Figs. 2a–d.

The cluster was also deployed on AWS. Each node had 2 virtual CPU cores
(vCPUs) and 8 GiB of memory. An elastic load balancer (ELB) was also used to
distribute the traffic to the appropriate services. Finally, the S3 API was used as the
gateway’s API front-end.

Object Storage Two object storage services were used for this study. Amazon S3
was used as it is in AWSwith all the other infrastrutcure, while GCSwas the external
object store hosted in a different on Google Cloud Platform.

Hadoop Cluster The Hadoop cluster in this study was deployed on the Amazon
Elastic MapReduce Service (EMR). It consisted of one master node with 4 vCPUs
and 16 GiB of memory and four worker nodes, each with 4 vCPUs and 32 GiB of
memory. The following Hadoop components were then installed in the cluster: The
Hadoop Filesystem (HDFS), Yet Another Resource Negotiator (YARN), Hive, and
Presto.

HDFS and YARN are standard members of the Hadoop ecosystem that are installed
in all Hadoop distributions by default [16]. HDFS acts as the distributed storage layer
of Hadoop. While it was not used to store any data for this experiment, it was used
to intermediate results from the queries. YARN is Hadoop’s resource manager and
distributes cluster resources to running jobs.

Hivewas the software used as the data catalog for this system. It held themetadata for
the data lake, including the locations of the objects being queried, table definitions
and schema, and partition information. The Hive s3a connector was also used to
connect to the storage gateway.

Finally, Prestowas used as the query engine for tests. Presto connects to the Hive
data catalog to identify the structure of the data then streams data from the object
store to analyze the data in-memory [13]. The processing is distributed across the
nodes, allowing Presto to scale linearly.
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Fig. 2 Data distribution methods
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3.2 Data Loading

The New York City Taxi and Limousine Commission (NYC TLC) Trip Record
data [7] was used as the sample dataset for this study. The main table consists of
1,547,741,381 rows and 24 columns stored in Parquet format. The data was then
loaded into Amazon S3 and partitioned by year and month. To facilitate join queries,
another table was also created with 265 rows and 4 columns. This is used as a lookup
table for the locationid column.

This data was loaded from a single virtual machine hosted in AWS and was
distributed using four methods illustrated in Figs. 2a–d; the blue lines highlighting
where the data is passing for each method. The loads were also run 30 times for each
method to ensure statistical significance.

Native The first method uses a CSP’s native object storage, Amazon S3, to store
the data. This is the current method of data lake implementation and serves as the
control group and baseline for this comparison [15].

InternalThis secondmethod uses the storage gatewaybut keeps all the data inside the
same CSP and therefore the same cloud network. This is to help identify if the impact
of the overhead from the storage gateway. This method made use of infrastructure
and services that were solely on AWS.

Cross-cloud The third method stores all the data completely in the other CSP. This
represents the case where the processing cluster will need to retrieve all the data
from another CSP and therefore another cloud network. This method made use of
infrastructure that was solely on AWS, but data stored only in GCS.

Multi-cloud The final method evenly spreads the data across two CSPs. This repre-
sents a true multi-cloud scenario where two object stores are in use at the same time.
This method made use of infrastructure that was solely on AWS, but half of the data
in GCS and half in S3.

3.3 Querying the Data

There were four types of queries used for testing3

1. A filter query that just scans and filters the data based on trip_distance
2. An aggregate query that gets the average fare distance by year and vendor
3. A join query that identifies trips within the same borough
4. An aggregate and join (Agg-Join) query that computes the average fare by year

and vendor for trips in the same borough

3 Exact queries may be found here: https://gist.github.com/zzenonn/
de669bb5ea5393ae853a57fb5f13f806.

https://gist.github.com/zzenonn/de669bb5ea5393ae853a57fb5f13f806
https://gist.github.com/zzenonn/de669bb5ea5393ae853a57fb5f13f806
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Each query was run 30 times for each method defined in Sect. 3.2 to ensure a
statistically significant result. A two-tailed homoscedastic t-test was then run to
compare the different data distributions against the Native method.

4 Results and Analysis

This study uses two main key performance indicators: data load time and query run
time.

4.1 Data Load Time

Fig. 3 illustrates the data load time per distribution style. The storage gateway notice-
ably adds a 300% increase in data load time. This is likely due to the additional over-
head caused by erasure coding and the context switching between CSPs. To improve
the availability of the system, objects were further subdivided into parts before being
uploaded and spread across cloud object stores.

There is also a slight increase in load time, and the more data is stored in the
separateCSP. The internal distribution shows the lowest load times behind the storage
gateway likely because there is no need to traverse cloud provider networks. The
cross-cloud distribution shows the highest data loading time as the data all need to
be uploaded to a separate cloud provider. The multi-cloud distribution sees a slight
improvement over the cross-cloud primarily because part of the data stays in the
current CSP.

Fig. 3 Average data load time
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Fig. 4 Average Query Duration

4.2 Query Run Time

Fig. 4 shows the average query run time per query and distribution method. The
standard deviation for the filter queries ranged from 2 to 3 s across distribution
methods, while the other query types’ ranged from 7 to 10 s which shows consistent
performance in the trials.

When using the multi-cloud gateway, the filter queries show a statistically sig-
nificant difference when compared to the native method of querying the data lake
directly from the object store with p < 0.01. The filter queries took 10–11% or
approximately 5 s longer to complete when done through the multi-cloud gateway.
However, this is likely because filter queries are generally the least complicated and
fastest running queries [12]. This means that a even slight variation in execution time
has a much larger effect as seen in the results.

For aggregate, join, and aggregate–join queries, t-test results all scored p > 0.05,
meaning there is no significant difference between the native, internal, cross-cloud,
and multi-cloud methods when it comes to these types of queries. There is also only
a slight increase not exceeding 1% in average query run time. These results show
that the main bottleneck after loading is not the streaming of the data from the object
storage but the actual processing of that data.

5 Conclusions and Future Work

Multi-cloud data lakes could potentially increase the availability, durability, and
fault-tolerance of large unstructured and semi-structured data. This study evaluates
the viability of a multi-cloud solution for data lake use cases. The results show
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that because of the lack of significant difference in query run times for most query
types,multi-cloud data lakes can be implementedwithout significant impact on query
performance.

At the same time, it is important to note that further improvements may be made
in the load times of the data sets. Extract, transform, and load (ETL) processes are a
very important component in data lakes, and slower load times adversely impact the
whole data pipeline as new data may take longer to ingest. However, this load penalty
can be seen as a setup time constraint and initial investment for more elasticity and
flexibility when the lake is in use. As a single machine was used to perform the
load in this study, load times may also be potentially improved with linearly scalable
distributed loads.

Future work in this area may look into running tests on datasets of varying sizes
to see if the performance impact of the multi-cloud storage gateway scales linearly.
Improvements may also be made to the placement algorithms to leverage the varying
cost optimization techniques offered by different CSPs by incorporating storage
tiering to lower storage and transfer costs and provisioning lower-cost computing
environments by optimizing purchase options.
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A Short Sketch of Solid Algorithms
for Feedback Arc Set

Robert Kudelić

Abstract Feedback arc set was presented by Karp in his seminal paper as NP-
complete andwas being tackledwith before and after by various procedures. Number
of devised algorithms for the problem thus far is vast, this paper therefore selects a few
advantageous algorithms that should generally be favorable and that will typically
satisfy readers requirements. This paper delivers synthesis of important elements,
for an important problem, in a compact manner, and presents to the reader both
algorithms and skeletal information, while at the same time directing to sources of
interest for an in-depth purpose.

Keywords Feedback arc set · Algorithms · General application · Skeletal
information · In-depth sources

1 Introduction

The problem of feedback arc set (FAS) is quite well-known to the scientific commu-
nity. It is one of those original problems presented by Karp to be NP-complete by
reducing from the problem of Node1 Cover [12]. The problem has both optimization
and decision version, with the decision version being as follows—taken from [8, 14].

Question: “Directed graph G = (V, A), a positive integer K ≤ |A|.” Answer:
“Is there a subset A′ ⊆ A with |A′| ≤ K such that A′ contains at least one arc from
every directed cycle in G?”

The problem isNP-hard [17],APX-hard [11] and in general quite difficult to solve.
There are, however, instances that admit polynomial time method. If, for example,
one has a graph that is undirected, then a solution can be easily found by minimum
spanning tree algorithm [7]. There is also, among others, an instance where input for

1MorewidelyknownasVertexCover.
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an algorithm is a graph well-known as reducible flow graph. In such a situation, FAS
can be efficiently solved in polynomial time [16, 19]—for more details, one should
consult [14].

The problem of FAS is practically important and can be often found in vari-
ous situations. Some of these are machine learning [3], search engine ranking [18],
computational biology [9], cryptography [20], etc. Therefore, tackling with FAS has
much wider implications than only those theoretical ones.

The problem of FAS is quite old and goes all the way back, even unto 1960s [14].
It has been “attacked” from various sides and in many ways—and as stated by Peter
Eades2: “The problem is well-known and has been investigated by the best minds in
Computer Science”. For such a historical, but also state of the art, review, the reader
may consult [6, 14]—as such a review would go out of scope of this paper.3

It is the aim of this paper to emerge, from such a vast collection of algorithms for
FAS, a few procedures that are efficient, solution-wise or guarantee-wise favorable,
and preferably not overly complex to implement. Since one typically does not need
a procedure that will give better result, but will seriously lack in efficiency, or vice
versa, or a procedure that requires strong effort to implement.

Therefore, a reader will be able to quickly find solid algorithms that will be fast
for a purpose and that will output quality solutions. By having in his toolbox, the
following select algorithms for FAS, one will be widely prepared for tackling with
FAS and will not be encumbered with time and effort needed to comb vast number
of algorithms.

The algorithms selected for which it has been shown through scientific research
excellence in efficiency or approximal quality or solution optimality are GreedyFAS
from [5] (originally called GR by Eades et al. in [5], but later on in [21] renamed
GreedyFAS), BergerShorFAS from [2] (as well coined in [21]), MonteCarloFAS
from [13] (metaheuristic improvement is published in [15]) and ExactFAS from [1].
These algorithms will be presented through important details and with brevity—in
such a way goal of this research will be achieved.

2 Algorithm GreedyFAS

The main idea of this algorithm is to iteratively remove graph nodes that are sources
and sinks, and those nodes for which δ(u),4 where u represents graph node, are
currently maximum in value [5].

This series of steps is executed in such awaywhere all “sink-like” nodes are placed
at the end of some ordering π , and all “source-like” nodes are placed at the beginning
of the same ordering—with the obvious goal of minimizing feedback arc sum [5,

2 In the forward of [14].
3 There is also a companion Website for [14] where one can find additional details: https://cs.foi.
hr/fas/book/.
4 δ(u) = δ+(u) − δ−(u).

https://cs.foi.hr/fas/book/
https://cs.foi.hr/fas/book/
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Algorithm 1 GreedyFAS [5]

s1 ← 0; s2 ← 0
while G �= 0 do

while G contains a sink do
choose a sink u; s2 ← us2; G ← G − u

end while
while G contains a source do

choose a source u; s1 ← s1u; G ← G − u
end while
choose a vertex u for which δ(u) is a maximum
s1 ← s1u; G ← G − u

end while
return s ← s1s2

14]. Pseudocode for this procedure is presented in algorithm 1. As an initialization
step to the algorithm a bin (bucket) sort can be executed so as to partition vertices
into sources, sinks, and δ-classes [5].

The algorithm is quite fast, and its complexity is linear, O(m), where m = |A|.
[5] Algorithm solution is bounded, |R(s)| ≤ m/2 − n/6, where n = |V |. [5] This
algorithm was best performer in the Web-scale research,5 results of which can be
found in [21].

An array implementation, mimicking list behavior, of GreedyFAS found in [21]
is achieving O(m + n). [14, 21] Experimental research has showed that FAS size
returned by the algorithm is “drastically smaller than the size suggested by the worst-
case bound” [14, 21].

Main paper for this algorithm is [5], with [21] being multi-algorithm comparison
research and [14] being comprehensive FAS book.

3 Algorithm BergerShorFAS

The main idea behind this randomized algorithm stems from FAS dual, namely
maximum acyclic subgraph (MAS) [2]. The idea is to process graph G = (V, E)

vertices according to their in/out-degree [2].
If at each iteration, considering some permutation π and processing vertices suc-

cessively, arc set of bigger size is chosen and added into E ′, then the resulting
subgraph will be large in terms of number of containing arcs and will also be acyclic
[2, 14]. When execution of the algorithm is finished, G ′ = (V, E ′)will be an acyclic
subgraph, and E \ E ′ will consequently be set of arcs without which G is acyclic,
i.e., feedback arc set [2, 14].

Similarly, algorithm for FAS can be and is designed, pseudocode of which is pre-
sented in algorithm 2. The adapted algorithm computes feedback arc set F directly—
without the need for E ′, which results in the algorithm that is less demanding in terms
of memory [21].

5 Additional details is given in the discussion section.



54 R. Kudelić

Algorithm 2 BergerShorFAS [14, 21]
Input: Directed graph G = (V, E).
Output: A feedback arc set for G.

fix an arbitrary permutation π of the vertices of G
F ← 0
for all vertices v processed in order based on π do

if inDegree(v) > outDegree(v) then
F ← F ∪ {(v, u) : u ∈ G.succ(v)}

else
F ← F ∪ {(u, v) : u ∈ G.pred(v)}

end if
E ← E \ ({(v, u) : u ∈ G.succ(v)} ∪ {(u, v) : u ∈ G.pred(v)})

end for
return F

BergerShorFAS returns a feedback arc set that is “reasonably small” [21], while at
the same time having linear time complexity of O(m + n), where n and m represent
vertices and arcs, respectively [21]. Experimental evaluation has revealed that the
algorithm “far outperformed the worst-case bound” [14] stemming from the MAS
version where acyclic subgraph contains at least

(
1

2
+ �

(
1√
dmax

))
|E | (1)

corresponding graph arcs [21].
The main paper for this algorithm is [21], with the work from [2] being a foun-

dation for the FAS version and [14] being FAS monograph.

4 Algorithm MonteCarloFAS

This algorithm is a randomized algorithm, namely Monte Carlo, with the main idea
being uniformly choosing and removing multi-graph arcs, and in such a way “guess”
an optimal solution with certain probability [13].

Input for the algorithm is multi-graph (“allows multiple arcs between every pair
of nodes, has no loops, and has no arc weights” [14]); therefore, if the graph is not
in such a form it has to be transformed into one [13].

The algorithm is uniformly breaking arcs until a state is achieved where multi-
graph has become acyclic [13, 14]. At this point, the algorithmwill find a permutation
π , via topological sorting6 (TS), and output feedback arc set sum together with
accompanied probability—it is assumed that input graph has at least one cycle,
which can easily be checked via TS algorithm [13, 14].

Since pseudocode for MonteCarloFAS algorithm is not as compact, we will here
give a more streamlined and somewhat different version than the one previously

6 For topological sorting one can check [4, 10].
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Algorithm 3MonteCarloFAS [13]
Input: Multi-graph G = (V, A).

Output: Probability P , sum of weights
∑(u+1)≤v≤|V |

1≤u≤(|V |−1) W (v, u), TS permutation π .

while TS on G = (V, A \ {(u, v)1, (u, v)2 . . .}) not found do
uniformly pick an arc (u, v)

determine via DFS if (u, v) is part of a cycle
break an arc (u, v) belonging to a cycle,
return to pick an arc otherwise

for last (u, v) broken memorize |{(u, v)1, (u, v)2 . . .}|,
return to pick an arc otherwise

end while
return P ,

∑
(u,v)∈E,u>v W (u, v), π

published, andwith TS check built in.7 Pseudocode in algorithm3 can be runmultiple
times and in turn find improved solutions with higher probability for being optimum.

MonteCarloFAS is solvingminimumFAS in polynomial timewith arbitrary prob-
ability [13]. Algorithm complexity was O(k|V |3), where k represents number of
iterations, and V stands for graph nodes [13]. While the probability that afters k
iterations the algorithm has returned optimal solution is

1 −
(
1 −

(
n − 2

n

) n
2

)k

(2)

where n is number of nodes of a graph. [13] During experimental part of the research,
it has been discovered that the algorithm either finds optimal solution, or a solution
“that is on average 3% away from optimum” [14].

Themain paper for this algorithm is [13], with [15] being a hybrid betweenMonte
Carlo and ACO, while [14] represents FAS monograph.

5 Algorithm ExactFAS

Main idea for this algorithm8 is enumeration of all simple cycles in a slow manner;
in this way, an incomplete cycle matrix is extended iteratively on sparse graphs9 by
formulation of minimum FAS through minimum set cover [1].

The approach is based on a set cover formulation, and if enumeration of all simple
cycles in a graph is tractable, the integer program that has cycle matrix completed can

7 For a summary of details for MonteCarloFAS, one should consult [14], while the complete infor-
mation is published in [13]—ant colony optimization (ACO) inspired version that has learning
mechanism built in can be found in [15].
8 This approach was not tested on real graphs [1, 21]; the authors have named this approach Integer
Programming with Lazy Constraint Generation. [1].
9 It is possible that sparse graph has �(2n) simple cycles (these graphs do appear in practice). [1,
14].
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Algorithm 4 ExactFAS [1]
Input: Directed graph G with m edges and non-negative edge weights.
Output: A minimum weight FAS – on integer program P .

compute FAS F(0) of G using for example minimum Set Cover heuristic
F(0) is set as best feasible solution ŷ to integer program P
calculate first cycle matrix Ai |i = 1, for G and F(0)

for i = 1, 2, . . . do
invoke integer programming solver on incomplete problem P̃(i)

set lower bound if new solution is more expansive
if lower and upper bounds are equal, return optimal ŷ
if G(i) without current FAS edges can be TS sorted,
return optimal solution y(i)

calculate F(i) for G(i) using FAS heuristic
y(i) is now a feasible solution to P
set upper bound if y(i) is narrower
ŷ = y(i)

calculate A(i+1) with G(i), F(i) and A(i)

end for

then be input to integer programming solver [1, 14]. The cycle matrix used for the
program can be reduced during presolving by iteratively removing rows and columns
that are dominating and dominated, respectively, together with removal of columns
“that intersect a row with a single nonzero entry” [1, 14].

Integer program formulation can be found in [1] under “integer programming
formulation asminimum set cover”, or in [14] under sub-chapter 3.42. Cyclematrix10

A = (ai j ) holds information about whether edge j belongs to cycle i [1].
Pseudocode for the ExactFAS can be seen in algorithm 4. Original procedure is

not compact; therefore, we will here give a skeletal and a concise version that will be
more easily grasped—while for more details, one can consult either the paper itself
[1] or FAS monograph [14].

Experimental part of the research has showed that as the input graph becomes
denser, so the median execution time for the algorithm follows—algorithm11 per-
formed efficiently on sparse graphs [1, 14]. Testing was conducted on sparse graphs,
random tournaments, complete graphs, etc., and the results varied depending on size
and type of a graph [1]. Execution time ranged from approx. 1 second to thousands
of seconds [1]. “In cases encountered during research, only a tractable number of
cycles had to be enumerated until a MFAS is found” [14].

The main paper for this algorithm is [1], with [14] being FAS monograph where
the algorithm forms a part of a much larger picture.

10 For an exact algorithm one should consult algorithm 2, “extending the cycle matrix given an
arbitrary feedback edge set,” of the paper itself [1].
11 Source of the method can be obtained at: https://sdopt-tearing.readthedocs.io/en/latest/; test
graphs and results are available as well.

https://sdopt-tearing.readthedocs.io/en/latest/


A Short Sketch of Solid Algorithms for Feedback Arc Set 57

6 Discussion

The paper presents four algorithms in order: GreedyFAS [5], BergerShorFAS [2],
MonteCarloFAS [13], and ExactFAS [1]. Together, these algorithms should cover
most instances for a practical purpose, while they also give some insight into where
the science is at the moment. Each one, however, has more narrow applicability in
regard to their own characteristics.

GreedyFAS, in algorithm1, represents a heuristic algorithm that is straightforward
in its idea. The algorithm is very fast and runs in linear time [5]. Solution of the
algorithm is bounded [5], and the algorithm is capable of scaling to extra large
problems of billions of arcs “while being a fast algorithm in general” [21]. As a
heuristic algorithm, optimality is not guarantied, and outside calculated bound quality
of the solution is not known, but has been statistically determined [21].

BergerShorFAS, in algorithm 2, represents a randomized heuristic approach with
simple but effective idea behind it. Algorithm runs in linear time [21] and has aworst-
case bound stemming from maximum acyclic subgraph algorithm [2]. As a heuristic
algorithm, optimality is not a guarantee, and outside calculated bound quality of the
solution is not known, but has been statistically determined [21]. BergerShorFAS is
comparable, although inferior, with GreedyFAS in terms of solution, and superior in
terms of running time [21].

MonteCarloFAS, in algorithm 3, represents randomized approximation method
with simple idea through which solution quality is ascertained. This algorithm has
polynomial complexity [13] and is finding optimal solutionwith arbitrary probability
(the algorithm is run multiple times so as to increase a chance to “guess” optimal
solution) [13]. Optimality is not guaranteed but is approximated through probability
[13]. MonteCarloFAS cannot scale and tackle within reasonable time inputs as large
as GreedyFAS and BergerShorFAS can, nor is its efficiency on par. But it can offer,
for a problem that is hard to approximate [11], arbitrary confidence in a solution [13].

ExactFAS, in algorithm 4, represents an exact method for sparse graphs. The
method enumerates simple cycles iteratively by extending cycle matrix in steps [1].
Algorithm performs efficiently on sparse graphs, and it is, however, possible for
sparse graphs to have�(2n) simple cycles, thus inhibiting efficiency and establishing
intractability [1]. As an exact algorithm, it has its optimality as a guarantee, but at the
expense of efficiency [1]. Convergence varies on type of input graph and is built for
a particular purpose, namely simple cycles [1]. This algorithm stands as an option
when intractability is not an issue.

7 Constraints

Algorithms presented through this paper have never been evaluated in a single
research, head-to-head. Considering the results from available literature, it is not
likely that such comparisonwould produce different results, and therefore, this obser-
vation is more theoretical than practical, it should, however, be mentioned.
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8 Conclusion

It was the aim through this research work to articulate specific algorithms, for the
well-known and hard to solve problem of FAS, through which one could cover wide
spectrum of problem instances—while at the same time, accomplishing aforemen-
tioned in such a way where the reader would not be daunted by large number of
procedures with at least one question: Which one to choose?

Algorithms were presented (GreedyFAS, BergerShorFAS, MonteCarloFAS, and
ExactFAS) through important details, in a concise manner, with original or improved
pseudocode, concluding with valuable information and references for further study.

Presented procedures have been critically discussed and comparatively inter-
preted. This will enable choosing of an appropriate algorithm through a “glance,”
since clutter is minimized, and the reader is not overwhelmed with information.

This paper will have at least a twofold benefit. For a researcher/practitioner, it
will give him a head start by offering a few good algorithms and referring him to
additional resources as per ones need. And for a learner, it will introduce him to the
problem of FAS and adjacent topics in an easy enough manner, with more complex
material at his fingertips.
Notes and Comments. The author of the paper would like to make a special mention
of Linux Mint distribution12 and TeXstudio13 which were used during preparation
of this conference paper—let hard work not be left unnoticed.
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Abstract Tactical emergency medical services are outpatient care provided in hos-
tile situations by specially trained professionals. The care and attention to the sick
wounded or injured patients is of vital importance to save lives. Disasters, combats,
and conflicts are high-acuity events that occur in chaotic, hostile, and austere environ-
ments. Our country’s armed forces need to strengthen the training of military person-
nel and form a team of combat nurses, or their equivalent, tactical medical operators.
The objective of this work was to develop the prototype of a virtual simulator that
included a virtual environment, several 3D objects, and a virtual task. The developed
prototype will allow military personnel to be trained to control hemorrhages during
tactical assistance to a combat wounded. For interaction and immersion, VR devices
were used. The results obtained showed that the virtual task and the devices used in
the developed prototype could be a useful and complementary tool for permanent
training. The participants reported that they had fun and learned a lot by doing the
virtual task because they were completely immersed and focused.
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1 Introduction

Pre-hospital care is an important aspect when providing a medical emergency ser-
vice. Care and attention are vitally important to the ill, wounded, or injured patient.
Disasters, combats, and conflicts are low-frequent events of high-acuity that occur
in usually chaotic, hostile, and austere environments. Health care personnel must
provide immediate and timely care to the wounded or injured patients. Taking care
of medical emergencies will safeguard lives and mitigate the damage of the injuries.

Tactical emergency medical services (TEMS) is outpatient care provided in hos-
tile situations by specially trained professionals. Tactical support is applied in special
operations teams of military and civilian personnel. TEMS also encompass the pro-
vision of preventive, urgent, and emergency medical care during mission-driven,
extended duration, and high-risk law enforcement special operations [16].

The armed forces ensure the security of the country; therefore, their personnel
may be involved in war situations and conflicts when carrying out their military
operations and/or administrative activities in the military units. Military personnel
and special operations teams also face new and challenging situations, including per-
petrators armed with military-grade weapons, hostage rescues, entrenched subjects,
toxic hazards associated with clandestine drug labs, as well as organized and armed
opposing forces.

Trained military personnel must be trained to provide comprehensive emergency
care, for this theymust have knowledge of the tactical environment and develop skills
related to patient assessment and medical treatment in hostile and austere conditions.

The armed forces of our country need to strengthen the training of military per-
sonnel of different army branches and form a team of combat nurses or their equiv-
alent as tactical medical operators. However, training soldiers are very costly and
time-consuming as it involves, such as expenses related to transporting personnel
to specialized grounds and facilities, acquiring specialized equipment, spending on
supplies, among others.

Virtual reality (VR) has become more than just a concept in video games, books,
and movies. The armed forces of the world are implementing the use of VR in
many training sectors due to its innumerable benefits. VR in military training can
help place soldiers in a potentially deadly virtual environment. Placing soldiers in
such scenarios helps them gain a realistic battlefield experience and gives them the
training to act accordingly without exposing them to real-world risks. In addition,
the use of simulators has demonstrated the successful transfer of knowledge, skills,
and abilities from the simulated environment to the real environment [8, 9].

In this context, we present the first developed component of an emergency tac-
tical medical training simulator for the armed forces of our country. The developed
prototype will allow military personnel to be trained to provide emergency tactical
support in the control of exsanguinating hemorrhage. The objective is to contribute
to the development of skills and competencies of military personnel so that they can
control external bleeding during tactical assistance to a combat wounded. The pro-
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posal includes a standard model to train and incorporate TEMS in tactical operations
through virtual simulation-based training (SBT) [13].

Our hypothesis is that by implementing the first component of the virtual simulator
to train military personnel in tactical medical emergencies, it will be possible to
develop technical skills to treat exsanguinating hemorrhages and save lives in a
harsh and austere environment [4].

In this study, we trained soldiers from different branches of the army through
a virtual task under an experimental condition. It consisted of packing a wound
and placing a tactical tourniquet on the injured lower limb to stop the bleeding,
as well as viewing and interacting with avatars in a hostile virtual environment. In
addition, they had to recognize each of the 3D objects in the environment and the
emergency material. For visualization, we used an HMD that allows you to feel
a more immersive, playful, and realistic experience in the movements you make.
For interaction and movement in the virtual environment, the touch control of the
HMD was used. After using the simulator, the participants rated 3D sensations and
satisfaction [17].

The document is structured as follows. Section2 contains background of related
studies, technology used, and types of simulators. Section3, describes the develop-
ment, methods and materials, virtual task, development methodology, hardware and
software used. Section4 describes the study and includes participants,measurements,
and a brief description of the procedure performed. Section5 describes the analysis
of results. Section6 details the conclusions of the experimental study. Finally, Sect. 7
provides an overview of the future works.

2 Background

Applying tactical medicine techniques can be effective in a hostile combat envi-
ronment to decrease combat personnel fatalities and improve combat effectiveness.
According to B.J. Eastridge [5], deaths were generally (90%) caused by blood loss,
however, up to 25% of deaths were salvageable. This is vital from the onset of trauma
until approximately 10min after injury [14]. However, most soldiers are not medical
professionals and do not have extensive knowledge of human anatomy, which makes
it difficult to accurately assess injuries or the severity of bleeding, and therefore,
effective treatment is not implemented [15].

Currently, training in first aid and/or tactical medicine is conducted primarily in
traditional modes, including training dummies, mock wounds, and animal experi-
ments. Therefore, it is difficult to acquire detailed human anatomical knowledge to
perform self-rescue, mutual rescue in a short period of time, and/or control bleed-
ing [7].

Virtual reality (VR) is a technology that allows the generation and visualization
of 3D objects and simulated environments to interact with virtual functions. This
technology is emerging as a new simulation method. Simulation is becoming a key
technique for clinical training in the training ofmedical professionals. Its applications
support different fields.
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In recent years, virtual reality (VR) has shown its potential in the medical field as
it allows health personnel to be trained in new skills in a safe environment, simulate
critical situations, practice different tactical medicine techniques, develop surgical
precision skills to save the lives of patients. In addition, this technology allow training
new students of medicine and nurses to learn anatomy, practice organization and
patient care in different specialties, teaching-learning infection control, internal and
external bleeding, other related [11, 12].

Military training in different areas can be just as dangerous as combat. It is said
that more soldiers die during training than in combat operations. The use of virtual
reality to create a virtual combat environment that saves lives and thus improve
negative statistics by improving safety during training. The use of virtual reality in
military training for tactical medicine knowledge can produce a new generation of
soldiers, saving resources, improving training to face hostile conditions and combat
situations [7].

The reviewed literature describes a series of works that develop different types
of simulators in which virtual reality is applied. In [6], VR is applied to treat acute
and chronic pain in adults and children. The devices were installed in the homes of
the patients because they had difficulty traveling to the hospitals due to the distance
from their homes or because of the limitations they had. The work [10] describes
simulation software for first aid training. The simulator used 3Dwoundmodels, PDF
material, and instructional videos for training. According to the results obtained, they
concluded that the software was of great help to improve skills and abilities in first
aid and reinforce the learning of human anatomy.

Moreover, some studies where VR is applied to develop applications related to
visual assessment [1–3], and spatial memory these tools were presented as low-cost
alternatives for different visual tests. The results demonstrate the validity of their
proposals.

Virtual reality can be a profitable investment in the long term. VR in military
training can help place soldiers in a potentially deadly virtual environment. Placing
soldiers in such scenarios helps them gain a realistic battlefield experience and gives
them the training to act accordingly without exposing them to real-world risks.

In this work, we developed the prototype of a virtual simulator to control hemor-
rhages that included an interactive and immersive environment using VR devices.

3 Development

The development of the simulator for hemorrhage control (SHC) consisted of two
phases: The first phase is a physical-mechanical part, and the second phase is the
simulated environment.

The mechanical-physical part was the basis for the development of the simulated
virtual part. It is composed of a segment of the lower extremity of the human body.
For the development of the simulated environment, a virtual environment was created
with five virtual scenarios.
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(a) Leg wound (b) Leg with blood flow (c) Mockup with
mechanical device

Fig. 1 First Phase: physical-mechanical

3.1 Methods and Materials

Different materials and methods were used to build the mechanical-physical part of
the simulator and the simulated environment. Next, each of the constructed phases
is described.

First Phase. This phase consisted of building a physical-mechanical model of a
wounded leg. The mockup was composed of a segment of the lower extremity of the
human body made of silicone and rubber that has an opening with a characterized
wound, see Fig. 1. Conduitswere placed inside for the passage and exit of the artificial
blood. The simulated blood output was driven by a hydraulic pump,which is powered
by a 12V/10 amp power supply. The artificial blood was made with corn glucose, red
vegetable dye, impalpable sugar, and unflavored gelatin. This phase was the basis
for the model and development of the simulated environment and its components.

Second Phase. This phase consisted of creating a virtual environment. The virtual
environment created includes four virtual scenarios, seeFig. 3.Each scenario includes
the components and 3D objects agreed upon with specialists for hemorrhage control.
The virtual environment and simulated 3D objects created a virtual hostile combat
environment.

3.2 Mechanical Task

The built mechanical model was used and control the bleed. The mechanical task
consists of packing a wound and placing a tactical tourniquet on the injured lower
limb and control bleeding. The participant must ensure that the bleeding has been
controlled.

3.3 Virtual Task

Figure2 shows the scheme of the virtual task of the simulator for hemorrhage control
(SHC). The virtual task consists of packing a wound and placing a tactical tourniquet
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Fig. 2 Scheme of the virtual
task

on the injured lower limb and stopping the bleeding, while the participant visualizes
and interacts with the avatars in a hostile virtual environment. In addition, they must
recognize each of the 3D objects in the environment and the emergency material.

Virtual Environment The virtual environment included five virtual scenarios, 3D
objects, and a virtual training task. Furthermore, for the development of the applica-
tion and integration were used tools and software for modeling, design, and devel-
opment . 3D Objects were modeled in Blender. The environments configured and
programmed with Unity Engine, JavaScript, C#, and the SDKs of each device.

The 3D objects that were included in the environment are combat area, three
avatars (injured, combatant, medical assistant), leg, blood, and tourniquet. Each
object has been created and textured by the developers.

Figure3 shows a view of the virtual environments and the objects 3D created and
animated to simulate the explosion, soldiers in hostile environment, and assisting
soldier with bleeding leg.

The SHC simulator is being developed on a computer with an Intel Core i7 that
include a 4GB NVIDIA GeForce GTX-1080 video card. The device used for visual-
ization was an Oculus Rift HMD, which allows a greater sense of immersion within
the virtual environment. The virtual scenes were developed in Unity with C# and
JavaScript. Blender was used to model the 3D objects.

4 Description of the Study

The study consisted of two experiments. The group of participants in the experimen-
tal tests was conformed of military personnel who participated in the II Seminar for
updating knowledge in Tactical Medicine. The same group performed the hemor-
rhage control using both mechanical and virtual simulators.
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(a) Soldiers in combat (b) Explosion (c) Wounded soldier

(d) Checking injured (e) Hemorrhage control

Fig. 3 Virtual environment

4.1 Participants

Coordination was made so that the participants of the seminar to update knowledge
in Tactical Medicine participate in the experimental study. The total of the group was
52, including 50 men and 2 women. The age of the participants ranged from 26 to
45years.

4.2 Measurements

Based on the presence questionnaire [18], questions were applied related to the
depth of the objects, the interaction with the virtual environment using the devices,
and the participants’ perception of the immersive experience. Also, questions about
the satisfaction perceived by the user in each task performed were used.

4.3 Procedure

The experimental study was developed following a protocol, it can be seen in Fig. 4.
Before each session, all the participants were informed about the objectives and
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Fig. 4 Protocol

procedures of the study. Also, they signed an informed consent form. They were
completely free to withdraw from the study at any time, and the study was conducted
in accordance with the principles stated in the Declaration of Helsinki.

Participants performed two experimental tasks. Each participant was instructed
on how to use mechanical task tools (turnstile and scale model) and the devices of
the virtual task (HMD and touch controls). Before the task, each participant filled
out a form with their personal data. Then, the participants performed the task with
the mechanical device. Next, they filled out a satisfaction questionnaire. After that,
the participants performed the virtual task and completed the questionnaire about 3D
sensations and satisfaction.

5 Results

The data from the study was analyzed using the R-Studio. Analysis of preliminary
results is presented in this section. The normality of the data was verified, and based
on these results, the pertinent statistical tests were carried out. The Likert scale was
applied to each question of the questionnaire.

To determine the results of the 3D sensations, the participants answered questions
Q1-Q3 after performing the virtual task. The depth perception score was 4.69/5, the
realism of the objects within the virtual environment was 4.88/5, and the sensation of
immersion was 4.90/5 (See Fig. 5a). Medians and standard deviation from questions
were Q1 (4.69± 0.47), Q2 (4.88± 0.32), and Q3 (4.90± 0.30).The results show that
the environment and the components of each virtual scenario have depth, realism,
and that the HMD used allowed the participants to feel a completely immersive
experience.

Regarding the satisfaction questionnaire, the results of the virtual task reached a
score of 4.87/5, and the score of the mechanical task was 3.94/5 (See Fig. 5b). The
medians and standard deviation of the questions about satisfaction were Q4 (4.87 ±
0.44) and Q5 (3.94 ± 0.57). These differences obtained show that the virtual task
and the devices used in the prototype developed for training in hemorrhage control
could be a useful and complementary tool for permanent training. Additionally, 49
of 52 participants reported that they would perform the task again using the virtual
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(a) Results of the 3D Sensations (b) Results of the Satisfaction

Fig. 5 Questionnaires

simulator. They also reported that they had fun and learned a lot doing the virtual
task because they were completely immersed and focused.

6 Conclusions

The prototype of a simulator for hemorrhage control (SHC)was developed. The SHC
consisted of two phases: The first phase is a physical-mechanical part, and the second
phase included a virtual environment with five scenarios. For the mechanical task,
a mechanical model was built to control bleeding. For the virtual task, visualization
and interaction devices, a virtual environment, and the created 3D objects were used.

Regarding the results obtained in the performance comparison between the
mechanical and the virtual task. 49 of 52 participants reported that the virtual task
was more fun and that they learned more that with the physical-mechanical. Also,
they reported that the virtual task allowed greater concentration at the time of training
since they were completely immersed.

Regarding the results on 3D sensations and satisfaction, the statistically signif-
icant differences found in the two questions were in favor of the virtual task. The
participants were satisfiedwith the proposal shown. They had better depth perception
and saw 3D objects within the virtual environment. This study has shown that our
SHC simulator prototype could be a useful and complementary tool in the process
of training and updating knowledge in tactical medicine for military personnel from
the different branches of the army.

The results obtained confirm our hypothesis, since by implementing the first com-
ponent of the virtual simulator to train military personnel in tactical medical emer-
gencies, it is possible to develop technical skills to control hemorrhages and save
lives in a simulated hostile combat environment.



70 S. Cárdenas-Delgado et al.

7 Future Works

Our purpose is to continue developing the components of the tactical simulator
for emergency medical training for the armed forces of our country. The prototype
will allow training military personnel to provide emergency medical care during
special operations and hostile situations. In addition, we will continue to develop
other components and 3D objects to complete the virtual task and scenarios for
hemorrhage control.
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Automating Systematic Literature
Reviews with Natural Language
Processing and Text Mining:
A Systematic Literature Review
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Abstract Objectives: An SLR is presented focusing on text mining-based automa-
tion of SLR creation. The present review identifies the objectives of the automa-
tion studies and the aspects of those steps that were automated. In so doing, the
various ML techniques used challenges, limitations, and scope of further research
are explained. Methods: Accessible published literature studies primarily focus on
automation of study selection, study quality assessment, data extraction, and data
synthesis portions of SLR. Twenty-nine studies were analyzed. Results: This review
identifies the objectives of the automation studies, steps within the study selection,
study quality assessment, data extraction, and data synthesis portions that were auto-
mated, and the various ML techniques used challenges, limitations, and scope of
further research. Discussion: We describe uses of NLP/TM techniques to support
increased automation of systematic literature reviews. This area has attracted increase
attention in the last decade due to significant gaps in the applicability of TM to auto-
mate steps in the SLR process. There are significant gaps in the application of TM
and related automation techniques in the areas of data extraction, monitoring, quality
assessment, and data synthesis. There is, thus, a need for continued progress in this
area, and this is expected to ultimately significantly facilitate the construction of
systematic literature reviews.
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1 Background

In this section, we describe the motivation of our work beginning with a brief
overview of systematic literature reviews (SLRs) especially about the study selection,
study quality assessment, data extraction, and data synthesis phases within SLRs.
We then also review the existing prior arts to get more insights on the gaps that exist
in this field.

A systematic review is one of the numerous types of reviews [1] and is defined as
[2] “a reviewof the evidence on a clearly formulated question that uses systematic and
explicit methods to identify, select, and critically appraise relevant primary research
and to extract and analyze data from the studies that are included in the review.” The
methods used must be reproducible and transparent.

Figure 1 illustrates that systematic reviews are considered to provide the highest
quality of evidence in the area of evidence based medicine (EBM). While SLRs are
the norm in the field of EBM and healthcare, Kitchenham and Charters [4] provided
the framework and guidelines on how SLRs can be used in other fields like software
engineering.

Preparing an SLR can be both time consuming and expensive [5, 6]. The time
problem is further accentuated by the fact that SLRs become outdated, making their
timely completion a quality factor. Shojania et al. [7] show that the median lifetime
of an existing review until it needs updating is 5.5 years. It is apparent that the current
SLR process needs augmentation to speed up the process of creating them.

Fig. 1 Systematic reviews (based on Glover et al. [3])
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Table 1 Key steps in systematic literature reviews (based on Kitchenham and Charters [4])

ID Category Step Synonyms

SLR1 Defining a review Commissioning a review

SLR2 Defining the research
questions

SLR3 Determining a protocol for
the review

SLR4 Evaluating the protocol for
the review

SLR5 Conducting the
review

Identification of research Literature search, search string
development

SLR6 Selection of studies Citation screening

SLR7 Assessing study quality Selection review

SLR8 Data extraction and
monitoring

SLR9 Data synthesis

SLR10 Reporting the
review

Specifying dissemination
mechanisms

SLR11 Formatting the main report

SLR12 Evaluating the report

Specific phases of SLR development such as identification of relevant studies,
data collection, extraction, and synthesis have been found to require time consuming
and error prone manual effort [8].

NLP and text mining have been used increasingly in the recent past to analyze and
automate steps in the SLR process. This paper performs an SLR on the current state
of the art. One objective of performing this SLR is to identify specific steps where
there has been considerable activity and where there is a scope for further research.
We have adapted Table 1 fromKitchenham and Charters [4] to name the steps within
the SLR process.

Our primary steps of interest as part of this SLR are SLR5—SLR9. Studies have
shown that steps SLR6—SLR9 are often among the most time consuming [9–11].

2 Summary of the Previous Reviews

Here, we describe other reviews of SLR automation to help place the present study
in context. Table 2 lists them briefly, followed by additional details.

Jonnalagadda et al. [12] focus on automatic data extractionof critical data elements
from full text medical texts as part of the SLR process. They identified 52 potential
data elements used in systematic reviews which the authors obtained from standard
medical databases/tools such as Cochrane handbook for systematic reviews [21],



76 G. Sundaram and D. Berleant

Table 2 Related studies

No. Title Objective Reference

1 Automating data extraction in
systematic reviews: a
systematic review

A systematic review focusing
on automatic data extraction
prior arts

Jonnalagadda et al. [12]

2 Using text mining for study
identification in systematic
reviews: a systematic review
of current approaches

A systematic review focusing
on identifying relevant articles
using the title and abstract for
reference

O’Mara-Eves et al. [13]

3 Text mining techniques and
tools for systematic literature
reviews: a systematic
literature review

This study presents an SLR in
an attempt to understand the
application of different TM
techniques in facilitating the
SLR
process. We are interested in
identifying the main
challenges
in the SLRs that can be
addressed by applying TM
techniques
This study presents an SLR in
an attempt to understand the
application of different TM
techniques in facilitating the
SLR
process. We are interested in
identifying the main
challenges
in the SLRs that can be
addressed by applying TM
techniques
Explains how text mining
techniques can contribute to
SLR development, focusing on
the following text mining
categories, namely
information extraction,
information retrieval,
information visualization,
classification, clustering, and
summarization

Feng et al. [14]

4 Systematic review automation
technologies

A systematic review to study
the feasibility of automating
various phases in an SLR

Tsafnat et al. [15]

5 Toward systematic review
automation: a practical guide
to using machine learning
tools in research synthesis

A guide that can be used by
SLR researchers to apply
machine learning methods to
reduce the overall turnaround
time

Marshall et al. [16]

(continued)
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Table 2 (continued)

No. Title Objective Reference

6 Moving toward the
automation of the systematic
review process: a summary of
discussions at the second
meeting of the International
Collaboration for the
Automation of Systematic
Reviews

Documents various ongoing
short-term projects that are
carrying out research in the
automation of SLR

O’Connor et al. [17]

7 Making progress with the
automation of systematic
reviews: principles of the
International Collaboration for
the Automation of Systematic
Reviews

Documents the outcomes from
the conference to improve the
overall efficiency of
conducting a SLR

Beller et al. [18]

8 Usage of automation tools in
systematic reviews

Documents the potential
issues that reviewers face
when trying to use SLR
automation techniques

Van Altena et al. [19]

9 A critical analysis of studies
that address the use of text
mining for citation screening
in systematic reviews

Reviews text mining in the
context of systematic literature
reviews. More specifically, the
focus is on one task within the
systematic literature review
process. That task is screening
citations to determine which
ones to include in the review

Olorisade et al. [20]

the consolidated standards of reporting trials (CONSORT) statement, the standards
for reporting of diagnostic accuracy (STARD) initiative, PICO [22], PECODR [23],
and PIBOSO [24]. The authors concluded that there is no unified data extraction
framework that is focused on SLRs, and the prior arts were limited in their scope
of the number of data elements (1–7) that were considered in this step. NLP has
been limited in its application in this field, and there is considerable scope in further
improving its involvement in the data extraction phase of SLRs.

O’Mara-Eves et al. [13] focus on the screening phase of SLR development which
is time consuming, and this is further accentuated by the rapid growth in the number
of publications in the medical domain. Reviewers have to manually scan through a
long list of mostly irrelevant articles that a search yields to identify relevant publica-
tions. The paper proposes a solution to semi-automate the screening phase of the SLR
process. There are two processes in text mining that can help in screening. One is
providing a prioritized list of items, with the ones on the top being the most relevant,
that can be used for manual screening by a reviewer. The other is to use machine
learning techniques where the system learns from a list of manual classifications of
studies as included, or not, and then is able to automatically apply those classifica-
tions. They found that both the approaches resulted in reduction of the workload but
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it was not conclusively proven whichmethod was superior. Some of the research also
points out that the performance of the machine learning-based system for relevant
article prediction is similar to human efficiency. There is significant potential that
this phase can be further improved to reduce the workload in the process [25].

Feng et al. [14] conducted an SLR to identify and classify text mining (TM)
techniques to support the SLR process. They classified the various text mining tech-
niques into 6 different categories: information extraction (IE), information retrieval
(IR), information visualization (IVi), document classification, clustering, and docu-
ment summarization. As per their search methodology, out of the shortlisted papers,
a majority were focusing on identifying the relevant articles for the study selection
stage. They found that the four main applications of TM techniques are (1) visual
text mining (VTM), (2) federated search, (3) automated document/text classifica-
tion, and (4) document summarization. The researchers also attempted to answer
the important question of which SLR activities could potentially benefit from TM.
There is limited application of TM in the pre-review mapping study as part of the
planning phase that Kitchenham and Charters [4] recommend. This is an important
phase since the quality of an SLR is directly related to the protocol definition and
scoping. There is scope for improvement in the query string development process
which is the primary means to locate relevant studies from a variety of sources.
Shortlisting and creating the finalized list of articles of interest are the phase where
VTM techniques that combine clustering and information visualization have been
used by many researchers.

Tsafnat et al. [15] surveyed the literature focusing on automating all aspects of
SLRs and found that some of the tasks are fully automatable while many are not.
They broke down the SLR process into 4 distinct steps, namely preparation, retrieval,
appraisal, and synthesis and write-up and examined the current level and future
prospects of automation for these steps. Current research such as global evidence
maps and scoping studies can guide in identifying gaps in the work done, helping
to provide decision support for reviewers to fine tune and prioritize the research
questions [26–28]. They found that despite available tools such as the Cochrane
database of systematic reviews and others, creating specific search filters to find
relevant items is still a time consuming manual task. There an opportunity to create
specialized systems that can understand the nuances of SLR questions and translate
them into search filters for efficient identification of relevant prior work. Doing this
currently requires specialized expertise in medicine, library science, and standards.
Templates such as the ones provided by Cochrane reviewmanager [29] can be a good
starting point, and there is ongoing research in this area.

Computational reasoning tasks have not been used extensively in SLRs [30–32].
The associated language bias problem helps define the scope of further research
in the application of OCR and NLP to query definition. The application of auto-
matic query expansion (AQE) (synonym expansion, word sense disambiguation,
auto-correction, etc.) is part of the search phase of the SLR process. There is little
existing work that automates and replicates sequential searching, removing dupli-
cates, or auto-screening of results, which experts use to progressively tune the search
parameters based on relevancy of the search results. Related areas include automating
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snowballing (pursuing references of references) [33] and auto-extraction of important
information such as trial features,methods, and outcomes from the texts of shortlisted
literature. Overall, the authors conclude that there are significant potential benefits
of automating the SLR process using AI/ML.

Marshall et al. [16] review with practical examples how automation technologies
can be used, situations where they might help, strengths/weaknesses, and how an
SLR teamcan put these technologies into practice.Although significantwork is being
done in this area, concerns about accuracy of the current processes limit adoption
and highlight the advantage of “human in the loop” automation rather than full
automation. Search automation to expedite identification of relevant articles is the
most advanced and commercial tools such as Abstrackr, RobotAnalyst, and EPPI
reviewer which have been used for secondary screening.

O’Connor et al. [17] and Beller et al. [18] discuss the proceedings of the Int.
Collaboration forAutomationofSystematicReviews (ICASR).The authors observed
that the number of datasets and tools for automation is increasing, while at the same
time, integrating the various tools into a workflow remains a challenge. Most of
the tools for screening consider only the abstract and title for classification, but
using the full text is complicated by the fact that most of the articles are in PDF
format. Acceptance of automation tools is limited due to concerns about accuracy
and validity.

Van Altena et al. [19] write about the issues with adoption of automation tools
in the SLR process. Candidate tools for their survey conducted were chosen from
the “systematic review toolbox” [34] Website, which is a comprehensive list of tools
compiled by researchers in the field. The survey results point out that researchers are
willing to consider automation and generally feel that they can help. At the same time,
there are deterrent factors like poor usability, steep learning curves, lack of support,
and difficulty in integrating into aworkflow.Another important observationwasmost
of the tools did not have the ability to explain how the results were produced.

Olorisade et al. [20] critically analyzed the various text mining techniques used to
augment the SLR process, specifically focusing on the citation screening phase.
Certain models like support vector machines (SVMs), Naïve Bayes (NB), and
committee of classifiers ensembles were the most commonly used. Current automa-
tion research for SLRdevelopment focuses on study identification, citation screening,
anddata extraction using tools such asSLuRp, StArt, SLR-Tool, andSESRA[35–38].
They found missing or insufficient information about details needed for replicating
research results such as number of support vectors being used in an SVM model or
the number of neurons or hidden layers used. Progress seems slow given the amount
of research being done in this area.

There is a need for SLRs focusing on automation of study selection, study quality
assessment, data extraction, and data synthesis using TM techniques including NLP,
which TM techniques work the best, and performance and accuracy comparisons of
human vs AI/TM-driven approaches. Thus, there is a need for an SLRwhich focused
on these questions.
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Table 3 Research questions (adapted from van Dinter et al. [40])

No. Research questions (RQ)

RQ1 Which phase of the SLR process is the focus of automation?

RQ2 Which TM/AI techniques (Table A2 in supplementary material) have been employed
for automation?

RQ2A Which TM/AI models/algorithms have been explored for automation?

RQ2B Which TM/AI models/algorithms were the most heavily explored?

RQ2C What evaluation methodology and metrics are used?

RQ3 How will the adoption of TM techniques facilitate SLRs?

RQ4 What is the improvement from employing TM techniques over a manual process?

RQ5 What are the open challenges and solution directions?

3 Identifying the Articles for this SLR

As we have seen in the related work section, there is a need for SLRs that focus on
SLR automation using TM and AI. The field of AI/TM is growing rapidly, and such
an SLR is expected to help accelerate further studies in this domain. We follow the
guidelines explained by Kitchenham and Charters [4] which specifically highlight
the need for a well-defined protocol to reduce bias, increase rigor, and improve
reproducibility.

3.1 Research Questions

From the software engineering perspective, we aim to find all relevant information
for the SLR process. The protocol for review defined by Gurbuz and Tekinerdogan
[39] has been adapted here for this SLR.

Table 3 documents the research questions to address. These questions are relevant
from a text mining/ML perspective when building a model to extract meaningful
insights from a text corpus.

3.2 Search Scope

The SLR scope needs to include the time frame for publication and the sources from
where the articles are sourced. Based on the literature that we have seen so far a
reasonable time frame was found to be 20 years so we decided to adhere to this. The
year 2000 was kept as beginning of the search time frame, and 2021 was fixed as the
cutoff date. The language considered for inclusion was English, and the reference
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type was journals, conference, workshops, symposiums, and book chapters since so
many existing SLRs restrict the reference type to these kinds of articles.

3.3 Search Method

We used automated search to retrieve relevant articles from publication repositories.
Google Scholar was used as the primary retrieval tool, and we also used snowballing
in our search process to identify related relevant articles [41].

3.4 Search String

We tried various combinations of keywords and Boolean operators to construct a
search string. This was optimized iteratively to retrieve the maximum number of
relevant results by manually conducting a number of trial searches. There is a char-
acter limitation of 256 chars in Google Scholar which required tuning the search
string accordingly. This led to the following search query as the basis of the search:

(“systematic literature review” OR “systematic review”) AND (“Automation”)
AND (“Data Mining” OR “Text Mining” OR “NLP”).

3.5 Criteria for Selection

Based on the research questions, we have defined for this SLR, andwe formulated the
inclusion and exclusion criteria to fine tune the results from the search process. We
followed a two phase screening process. Studies that satisfied the following inclusion
criteria were included in the first phase:

• Publication year is after 2000
• The study describes a TM/AI/NLP process to support SLR automation (either

complete automation or specific phases of SLR)
• If the SLR was a review of other SLRs, then the reviewed articles are evaluated

separately
• If multiple versions are available, the most recent one is used

The output from the 1st stage screening process was then manually reviewed (2nd
stage) with input from an external consultant to ensure that the results were relevant.
Any record marked as doubtful, meaning that it is not clear if it is a relevant article,
was discussed for a final decision regarding its inclusion.
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The following exclusion criteria were applied to further fine tune the result set.

• The language of publication was not English
• Full text of the article was not accessible
• No empirical results were presented
• Not focused on automation of SLRs specifically
• Discusses TM/NLP/AI techniques but not in the context of SLR automation
• Focused on a particular commercial or open source tool (e.g., Abstrackr)

3.6 Quality Assessment

We assessed the quality of the studies in this stage that were being considered for
inclusion. The papers in the search list were read in full text, and a standard assess-
ment criteria were applied to ascertain the quality score. We adapted the quality
assessment criteria used by Feng et al. [14] which in turn was developed from the
checklist provided by Dybå et al. [42] and Nguyen-Duc et al. [43] See Table A1
in the supplementary material. Only articles scoring sufficiently high in quality, as
detailed below, were included.

3.7 Data Extraction

We used a data extraction template to collect all necessary information from the
selected primary list of literature to facilitate an in-depth analysis based on our
research questions specified in Table 3. The main extraction elements used in that
template are listed below. The detailed data extraction template is provided in Table
A3 (supplementary material). We adapted the classification of TM methods as
specified by Feng et al. [14] for use in the form for data extraction.

• Title
• Passed inclusion criteria
• Year of publication
• Authors
• SLR steps automated
• Level of automation
• Type of review
• TM methods used (category)
• TM model/algorithm information
• TM model evaluation methodology used (if specified)
• Evaluation metrics used
• TM methods used as additional reviewer
• Deep learning or AI used?
• Sampling techniques used
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• Overall results/conclusions (stated by authors)
• Performance gain over manual methods provided?

3.8 Data Analysis

As part of the data analysis stage, we analyzed the data extracted from the relevant
articles from the earlier step, answering the research questions mentioned in Table 3.
For RQ1, we identified the specific phase of an SLR that is the focus of automation in
in the article. For RQ2, we categorized the TM/AI techniques used by the researchers
and documented them appropriately using the TM categories in Table A2 (supple-
mentary material). In addition, we also documented which techniques were found to
be most appropriate in the study and the evaluation metrics used in the process. For
RQ3 and RQ4, we gathered information on the adoption of TM techniques for SLRs
and potential performance gain observed over traditional methods. Finally for RQ5,
we collected information on the open challenges that were observed either directly
in an SLR or topics that seemed inadequately addressed in the SLR. Scores were
assigned based on quality assessment criteria (Table A1 in supplementary material)
as follows:

1. Quality assessment criteria were completely addressed (score was 3).
2. Quality assessment criteria were addressed with moderate gaps (score was 2).
3. Quality assessment criteria were addressed with considerable gaps (score was

1).
4. Quality assessment criteria were not addressed (score was 0).

The list of the papers was finalized after filtering on the quality assessment score
as explained below.

3.9 Data Synthesis

Data synthesis is the process of interpreting extracted data to answer the research
questions of an SLR. Since each paper might have different naming standards
for defining the objectives, naming the algorithms used, models used, etc., we
synthesized the data collected using synonyms to gain information on the data
patterns.

Using the methods described in the previous sections, this section collates and
summarizes the results.

Search Results and Identification of Studies. Using the search strategy
mentioned in the above sections, we first searched the six electronic databases for
relevant studies using queries as described in Sect. 3.4. The process to identify and
finalize the set of studies is depicted in Fig. 2. Table 4 shows the digital libraries that
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were searched and the final number of papers that were shortlisted from each library
after applying the finalization process shown in Fig. 2.

For Google Scholar, the initial set returned during the search using the criteria
mentioned in Sect. 3.4 was 15,500. Google Scholar would not provide records past
1000. We observed that the relevancy of the search dataset diminished rapidly after
the first 600 records and decided not to screen the remaining records based on this
observation. The search results were then screened for relevancy (1st and 2nd stage
screenings). Full text documents were retrieved only for the screening final set, for
detailed quality analysis and to determine the final list of articles to review.

The articles in the screening final set from Table 4 were then subjected to a quality
review (QR), explained below to give the QR final set row. We then used the QR
final set for a manual snowball (MS) search to ensure that more relevant results, if
any, were added to the cumulative final list.

Quality Assessment Results. The QR final set shown in Table 4 was created after
subjecting the 2nd stage screening results to a quality assessment review introduced
in Sect. 3.6. Only articles having a quality assessment score ≥ 2 were included in
the final list. Full texts for all of the articles were analyzed during this process. We
followed the same procedure for the manual snowballing exercise as well. The final
list is the combination of the QR final set and finalized MS search rows in Table 4.
This multi-step process of quality review and screening was designed to result in a
final list of articles that were of high quality and the most relevant articles for our
research questions.

4 Discussion and Conclusion

In this section, we analyze the results and answer the research questions shown in
Table 3. Table A4 in the supplementary material describes these studies [48–73] for
reference.

RQ1: Which phase of the SLR process is the focus of automation?

As part of our analysis, we identified 29 studies which were relevant based on the
research questions and contribution to automation of the SLR steps mentioned in
Table 1. Some studies were focused on automating multiple stages. During our
analysis, we derived the following insights.

• 24 studies focused on automating stage SLR6, selection of studies.
• 8 studies focused on automating stage SLR8, data extraction, and monitoring.
• 1 study focused on stage SLR9, data synthesis.
• 1 study focused on stage SLR5, identification of research.

RQ2: Which categories of TM/AI techniques (Table A2, supplementary material)
have been employed for automation?
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Fig. 2 Selecting and finalizing studies
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Table 4 Search results for each digital library

Digital
library →

Google
scholar

PubMed Web of
science core
collection

ACM IEEE Science direct Total

Initial set
returned

15,500 143 440 468 60 645 17,256

1st stage
screening

63 19 63 77 13 12 247

2nd stage
screening

53 19 60 32 11 8 183

Screening
final set

28 3 27 14 1 4 77

QR final set 11 2 2 5 0 0 20

Initial MS
search

28 3 27 14 0 0 72

Screened
MS search

11 2 14 5 0 0 32

Finalized
MS search

11 2 14 5 0 0 32

Cumulative
list

22 4 16 10 0 0 52

Final (no
duplicates)
list

10 2 12 5 0 0 29

Twenty-four studies (77%) were related to classification (categorization), two (6%)
were related to clustering, two to information extraction (IE), two to information
retrieval (IR), and one (3%) to summarization. Clearly, the preponderance of the
studies used TM/AI methods for classification.

RQ2A: Which TM/AI models/algorithms have been explored for automation?

We analyzed the data extracted from the finalized set of studies which is documented
in Table A4 (supplementary material).

RQ2B: Which TM/AI models/algorithms were the most heavily explored?

As indicated in Fig. 3, SVM, logistic regression, Naïve Bayes, and random forests
are the most frequently used algorithms.

RQ2C: Which evaluation methodologies and metrics have been used?

An evaluation metric as “a metric quantifies the performance of a predictive model
[44]. This typically involves training a model on a dataset, using the model to make
predictions on a holdout dataset not used during training, then comparing the predic-
tions to the expected values in the holdout dataset.” We found that cross validation
was the most frequently used evaluation methodology.
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RQ2A: TM Models Used

Fig. 3 Most frequently used TM models for experimentations

RQ3: How will the adoption of TM techniques facilitate SLRs?

As Marshall et al. [16] mention in their paper, the most frequently used application
of TM/NLP techniques in the SLR field is text classification and data extraction. We
arrived at the same conclusion as part of our SLR as well. Classification methods
are generally used to classify the paper in question as relevant or not based on the
research questions, the SLR is attempting to address. Data extraction on the other
hand is used to extract important portions from the SLR to get data for a particular
variable or attribute of interest. For example, extracting the PICO elements from an
SLR is a very common application of data extraction. TM techniques appear to have
the potential to significantly impact the quality and speed of SLR development.

RQ4: What is the improvement from employing TM techniques over manual
processing?

There was mention of improvement due to using the NLP/TM model. Wallace et al.
[45] mention that they were able to reduce the number of citations to be screened by
40–50% without excluding any relevant ones. Pham et al. [46] achieved workload
reduction in the range of 55–63% with the number of missed studies in the range of
0–1.5%. Norman et al. [47] found that the main meta-analysis for each systematic
review can be reliably performed with an estimation error of 1.3% average after
screening around 30% of the candidate articles.
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RQ5: What are the open challenges and solution directions?

Asmentioned in explainingRQ1 above, themajority of the research has been focused
on SLR6 (selection of studies), and a distant second is SLR8 (data extraction and
monitoring). Important SLR activities such as SLR5 (identification of research,
including search string development and literature search), SLR7 (assessing study
quality), and SLR9 (data synthesis) have been less scrutinized. We also found that
there is need and opportunity for continued development of artificial intelligence
techniques in the SLR process.

4.1 Summary of Conclusions

In this SLR, we have described the use of NLP/TM techniques in the area of automa-
tion of SLR development. This area has been active for the last decade and continues
to attract more research. As mentioned in RQ5, there are significant gaps in the
application of TM and other automation techniques in the areas of data extraction,
monitoring, quality assessment, and data synthesis. AI in the SLRautomation process
has experienced a recent surge of exploration, and there is a need to continue this
due to the promise of improved automation and all the benefits flowing therefrom.

4.2 Future and Ongoing Research

The primary objective of conducting this systematic literature review was to find the
current state of the art in the field regarding applying NLP, TM, and AI techniques
to automate specific steps in an SLR. After conducting this SLR, we found that
there are significant opportunities to use NLP to assist SLR and more specifically
in the data extraction phase. We are currently conducting research on using various
NLP techniques to assist in extraction of PICO [22] data elements from randomized
control trial free text articles and summarizing the overall clinical evidence.
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Anomaly Detection in Orthopedic
Musculoskeletal Radiographs Using
Deep Learning

Nabila Ounasser, Maryem Rhanoui, Mounia Mikram, and Bouchra El Asri

Abstract In this paper, we investigate anomaly detection in orthopedics muscu-
loskeletal radiographs using deep learning. We examine thirteen models from the
most powerful neural network families: generative adversarial networks (GANs),
autoencoders (AEs) and convolutional neural network (CNN). The main goal is to
detect anomalies in musculoskeletal radiographs using the Stanford Musculoskele-
tal Radiographs (MURA) dataset. The results of the examined models were com-
pared to several recent studies. Generally, CNN models achieve the best score
of 0.822 which is a very promising result, competitive for expert radiologists perfor-
mance.

Keywords Anomaly detection · Orthopedic · Radiographs · Deep learning ·
Autoencoders · Generative adversarial networks · Convolutional neural network

1 Introduction

Musculoskeletal abnormalities are the most common pathology, abiding suffering
and disability, which makes detecting anomalies in radiographs correctly a crucial
task in themedicalworld.AnalyzingX-ray for diagnosing orthopedics diseases (bone
malformation, tumors, fractures) is time consuming and requires qualified experts.
Therefore, developing a computer-aided diagnosis system to detect anomalies has
become an attractive domain inX-ray imaging. In this way, artificial intelligence (AI)
is explored by researchers, distinctly deep learning, to provide diagnostics assistance
to radiologists to improve the quality of patient care and reducing time of diagnosis.
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In this context, several studies examine deep learning-based anomaly detection (AD)
methods [6, 20] that ease anomalies detection in X-ray images more correctly [1,
4, 12, 26] Deep learning-based anomaly detection includes several approaches, and
we can categorize these approaches as (1) supervised; (2) semi-supervised; and (3)
unsupervised. Supervised models use labeled datasets to train algorithms to classify
data or predict outcomes accurately. Contrary to the unsupervised approach which is
characterized by its flexibility, it is adjustable because it does not require labeled data
[20]. In this study, we will explore both of the methods to have a rich comparative
study of musculoskeletal anomaly detection. Several models have been investigated
in this direction such as convolutional neural network (CNN) [5, 18], autoencoders
(AEs) and generative adversarial networks (GANs) [8, 20, 25]. In this work, we
investigate how we can improve anomaly detection in X-ray images tasks quality. To
this end, we demonstrate how unsupervised and supervised methods, such as gen-
erative adversarial networks (GANs), autoencoders (AE) and convolutional neural
network (CNN), may be drawn on orthopedic anomaly detection on X-ray images.
We will explore MURA dataset, the largest public radiographic image datasets. The
contribution through this work can be summarized as follows:

• Review the examined deep learning models, approaches and architectures.
• Preprocessing techniques are applied to prepare radiographs for further analysis.
• Combine some models to configure an ensemble model to improve performance.
• Comparison and analysis study are built based on the results of the examined
models.

The rest of the paper is designed as follows: Sect. 2 lays out a brief summary of
the related work, and Sect. 3 presents our paper’s methodology. Section 4 describes
materials used, dataset and implemented models and analyzes and compares the
results. Finally, Sect. 5 concludes the findings of this paper.

2 Related Works

AnalyzingX-ray is a commonmedicalway for diagnosing orthopedics diseases: bone
malformation, tumors and fracture. However, anomaly musculoskeletal detection
on radiographs is time consuming and requires qualified experts. Therefore, many
researchers work on developing a computer-aided diagnosis system to search for
anomalies in X-ray imaging. This section presents the previous studies on anomaly
detection task.Many researchers have trained convolutional neural networks on bone
X-ray images. In [1], authors used transfer learning techniques including fine-tuning
or through feature extractor musculoskeletal abnormality detection on X-ray images.
Some recent works used deep anomaly detection methods such as generative adver-
sarial networks (GANs) (GANomaly [2, 3], AlphaGAN [22], BiGAN [9], GAAL
[16]) and the deep convolutional autoencoder (AE) [7, 17] to improve the anomaly
detection task. Researchers tried to improve the performance of those mentioned
models by changing their components. GANomaly was introduced by Ackay et al.
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[2, 3] in 2019; it is improved by several extensions example skip connections [3] that
utilize an AE that converts the entries into a latent space and reconstructs them in this
space. Spahr et al. [26] innovate a new semi-supervised anomaly detection approach,
called the self-taught anomaly detection model, capable to work without any prior
domain knowledge to detect invisible anomalies. Simonyan and Zisserman [25] pro-
pose a Res-UnetGAN model based on GAN architecture and practiced to MURA.
The network they introduced contains two components: generator and discriminator.
The ResNet50 plays the role of the encoder in the generator part [13] that gets the
potential feature vector by extracting features of normal samples. Uzunova et al. [28]
adopt the AE approach, precisely VAE as a model to process 2D and 3D CT medical
images. To analyze the obtained results, they calculated the MSE reconstruction loss
as the abnormality score. In Table 1, we summarize some of the recent works on
anomaly detection in musculoskeletal radiographs.

Table 1 Summary of recent works of anomaly detection in musculoskeletal radiographs

[Refs.] (Year) Dataset Approach Results

[25] (2021) MURA dataset Propose an unsupervised
anomaly detection approach
Res-UnetGAN based on a
GAN architecture made up of
ResNet50 and Unet

Res-UnetGAN: 0.92
GANomaly: 0.81
Skip-GANomaly: 0.90
CVAE-GAN based: 0.86
EGBAD: 0.80

[26] (2021) MURA dataset: upper
limb images

Propose self-taught anomaly
detection, adopting encoder
network trained on the
semi-supervised multimodes
anomaly detection

Self-taught: 0.78

[8] (2020) MURA dataset: hands
images

Comparative study between
GAN and AE models on
anomaly detection

CAE: 0.57 VAE: 0.48
DCGAN: 0.53 BiGAN: 0.54
AlphaGAN: 0.60

[11] (2020) MURA dataset Propose GnCNNr model which
adopts the principle of
normalization, including group
normalization, weight
normalization and cyclic
learning rate planner to
improve the model
performance measures

DenseNet: 0.879 Inceptionv2:
0.888 GnCNNr: 0.899

[18] (2020) MURA dataset Introduce MuRAD, a tool
developed to automatize the
detection of anomalies in
X-ray images of bones, based
on a convolutional neural
network (CNN)

DenseNet161: 0.84
InceptionV3: 0.78 VGG11:
0.83

[19] (2020) MURA dataset
containing images of
humerus

Computer-based diagnosis
(CBDs) model based on
DenseNet201 and InceptionV3
models, their utility is to
distinguish between abnormal
and normal samples

DenseNet201: 87.15
InceptionV3: 86.11 Ensemble:
88.54
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3 Methodology

In this section, we represent the different approaches we had explored in this study.
GAN Generative adversarial network (GAN), introduced by Goodfellow [10], is
an innovative unsupervised deep learning method to generate fake data from noise;
this part is guaranteed by the generator. Then, we have the second discriminator
component that deals with the classification of the real and generated data (Fig. 1).

From GAN family, we will examine BiGAN presented by Donahue et al. [9] as a
combination of the GAN architecture family and an encoder, which distinguishes it
to learn from the data space x to the latent space z. The difference in BiGAN resides
in the discriminator component that must discriminate between the data pair X and
the latent variable Z. AlphaGAN [22] extends the GAN architecture by adding a
third component autoencoder. Unlike BiGAN, AlphaGAN has a direct connection
from encoder to generator.

Autoencoders Autoencoders are deep neural networks composed of two sym-
metrical deep layers used to reproduce the input data at the output layer. The first
network takes care of extracting the characteristic features of the input, and the second
network reproduces the output based on the extracted features.

ForAE,wewill useVAE. The variational autoencoder is a powerful AE character-
ized by regularized learning that allows it to avoid overfitting and ensure that the latent
space can take possession of good properties for a successful generative process.

CNN A convolutional neural network is an anticipatory neural network. It is
characterized by its sequential designwhich allows it to learn and retain the features of
an input and leave the other features. Thismethod optimizes the cost and computation
time. This architecture contains many stacked convolutional layers, each capable of
recognizing more sophisticated patterns (Figs. 2 and 3).

Various CNNs were examined, VGG16 and VGG19 proposed by Simonyan and
Zisserman [24] show a promising performance, and it is because of its main feature

Fig. 1 GAN’s architecture
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Fig. 2 Autoencoder’s architecture [8]

Fig. 3 CNN’s architecture [14]

of concatenation of multiple convolutional layers of k × k filters. This network
model has many variations depending on the number of convolutional layers that the
model has. In our case, we chose to use the VGG19 and VGG16 variant, i.e., with
19 and 16 deep layers. DenseNet169 is contributed by Huan et al. [15]. DenseNet
is based on the CNN architecture, but the advantage is that we have a deeper model
containing a large number of convolutional layers, thus improving the accuracy and
the computation efficiency. He et al. contribute RestNet50 [13]. It has two main
advantages. First, it facilitates training through its residual learning. Second, it is
distinguished by connecting a number of layers, which allows the layers to easily
optimize the underlying residual mapping H(x). In our study, we will use 50-layer
variation. Szegedy et al. [27] introduced in 2016 InceptionV3; it is considered a true
improvement of the Inception family of networks. Its particularity comes from the
multi-combination of different filter sizes that make the approach more adaptable
to different variations. MobileNetV2 introduced by Sandler et al. [23] to improve
the efficiency of mobile models. What is new in the MobileNetV2 architecture is its
inverted residual structure where the input and output layers of the residual block are
very thin which makes the computation optimal with promising results. Ensemble
modeling implemented an ensemble model by combining all three models (VGG16,
VGG19, InceptionV3). Conv2D is exploring CNN in three approaches. The first is
a binary classification normal/abnormal radiograph with a single sigmoid neuron in
the output layer. The second approach is to split the two predictions, evaluating the
seven body parts and then distinguishing between normal or abnormal radiographs.
The final is to create 14 classes, seven body parts * normal or abnormal, and it has
14 softmax neurons i + n the output layer.



98 N. Ounasser

4 Experiment

4.1 Dataset

In this study, we will explore the public dataset MURA[21]. MURA is the largest
collection of radiographic images with over 40,000 X-ray images, including 9045
normal and 5818 abnormal musculoskeletal radiographic studies of the different
organs of the human body, namely the upper limb, including the shoulder, humerus,
elbow, forearm, wrist, hand and finger, as shown in Fig. 1.

The dataset is provide by the Stanford Program for Artificial Intelligence in
Medicine: https://stanfordmlgroup.github.io/competitions/mura/.

4.2 Preprocessing

First, for convolutional models, we constructed a generator, and we defined the
input shape to 224 × 224 × 3. For GAN models, images are resized to 128 pixels
on the longer image side while maintaining aspect ratio. Next, we had applied data
augmentation.We augmented the images, so we can havemore diverse data available
which help models to learn high-level features of the dataset that are invariant to
normal affine transformations that could be present such as horizontal flips and small
rotations of the study that could happen when realizing the radiographic image.

4.3 Experiment Results and Discussion

Looking at the accuracy of the models implemented above, we can see that they per-
formedwithin the range of 48.3–82%.When comparing our score to the overall score
from the Stanford Model and Radiologist’s accuracy, we can see that some of the
implemented models in this paper accuracy are comparable. There are several fac-
tors that affect models performance especially architectural approach, layer design,
padding, shape, normalization, activation, loss function, optimizer, batch size, learn-
ing rate, pooling and output layer can affect the accuracy between the models. After
multiple tuning, trying to have an effective result was our goal. Most of our mod-
els had at least ten layers and were generally computationally expensive. Training
models for entire days sometimes, running on basic hardware or laptop configura-
tions is probably time prohibitive on MURA dataset. Detailly, Table 2 shows that
DenseNet169, ResNet50, and VGG16 perform the best and VAE performs the worst
by a largemargin. The DenseNet and ResNet50models achieved the best overall per-
formance in all models. In addition, VGG16 obtained the second best results. Some
models examined have not achieved a good performance, and this could be a result
of using the feature extractor. This reflection is due to the non-change of the con-

https://stanfordmlgroup.github.io/competitions/mura/
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Table 2 Performance comparison of trained models on MURA dataset

Category Models AUC

AE VAE 0.48

GAN BiGAN 0.52

AlphaGAN 0.64

CNN VGG16 0.78

VGG19 0.70

InceptionV3 0.73

Ensemble modeling 0.72

DenseNet169 0.82

ResNet50 0.82

MobileNetV2 0.74

Conv2D (Binary) 0.72

Conv2D (7 + 2 Class) 0.72

Conv2D (14 Class) 0.64

volutional extinction layers during processing. This results in the non-compatibility
of the high-level features with the MURA data. Since we are dealing with images,
two-dimensional convolution layers (Conv2D) model iterates over each pixel with
a kernel. Pooling reduces the number of pixels available to the next layer in the
model. While running the MobileNet model, we found average pooling to be more
effective than max pooling. We also found that deeper models perform better than
shallow and wide models. Looking at the accuracy of our models above, we can see
that our models are within the range of 0.80–48%. When comparing our score to the
overall score from the Stanford Model and Radiologists’ accuracy, we can see that
some examined models in this paper: Conv2D, DenseNet, ResNet50, MobileNet2D,
InceptionV3, VGG16, VGG19 and ensemble model accuracy are comparable. When
comparing MobileNetV2, DenseNet169, VGG16, VGG19, and Conv2Dmodels, we
found the MobileNetV2 implementation was the better. Part of this can be attributed
to MobileNet’s lightweight design to be less computational. As we predicted, the
results of our ensemble model (VGG16, VGG19, InceptionV3) are promising, as
it has demonstrated a better result than an individual configuration. For GANs, we
observe AUC values smaller than 70%, AlphaGAN achieves 60.7% and BiGAN
54.9%. Wherefore, they still some missing pieces in the current approach of using
GANs for anomaly detection that could be solved to improve anomaly detection sys-
tems. To our expectation, we did not expect to get a higher accuracy score compared
to the Stanford overall score. Looking ahead, we think the most significant change
we can make for our next work is to find the most suitable and efficient combination
between GAN, AE and CNN that could give the most performed model for anomaly
detection (Fig. 4).
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Fig. 4 Dataset description [21]

5 Conclusion

In our experiments, we compare and analyze several models against each other for
anomaly detection tasks. We cannot deny our disappointment with the performance
of some models, especially GAN, which for the moment cannot be integrated into a
computer-aided diagnostic system, but we can take advantage of their usefulness to
reduce diagnostic time and minimize errors. Moreover, we can observe the potential
of approaches, as well as the possibility of building an ensemble model that could
perform better. Therefore as part of the future work, we want to introduce a different
training approach by introducing an ensemblemodel, by combining the three families
studied in this work in one architecture, that could learn specific features for detecting
musculoskeletal abnormalities.
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Steering Data Arbitration
on Facial-Speech Features
for Fusion-Based Emotion Recognition
Framework

Vikram Singh and Kuldeep Singh

Abstract Emotion recognition is one of the computationally complex tasks with a
spectrum of real-world applications. In this view, recent years’ range of potential
strategies is designed based on monolithic learning primarily over a single data
modality data source. Though, emotive analytics asserted the capacity of inclusion
of additional data modalities for the multifaceted emotion recognition task, with an
improved recognition rate. With the evidence of a fusion-based learning strategy, the
feature set of multimodal data may be harnessed in an adaptive fusion-based emotion
recognition framework. We proposed a fusion-based framework using speech and
image features of the reference object for an improved emotion recognition strategy.
The role of data arbitration to steer the learning and recognition is highlighted and
asserted, with an implicit capacity to handle heterogeneity at learning model and
data modality, achieved accuracy equivalent to humanize, e.g., 90.32% recognition
rate.

Keywords Data argumentation · Deep learning · Human emotion recognition

1 Introduction

The recognition of human emotion is a fundamental task in several real-world appli-
cation scenarios. A potentially facial feature-based strategy is expected to consider
multiple factors, e.g., face detection, face element observation, facial expressions,
speech analysis, behavior (gesture/posture) or physiological signals, and many more
for completing the recognition task [1, 2]. A data-centric approach to design accu-
rate and effective emotion recognition requires attaining data learning and further
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implicit capability within model to adapt to the data or features-related changes. In
these settings, amultimodal data scenario emerges as clearwinner;with implicit chal-
lenges of data heterogeneity is the key challenge to achieve an accurate recognition
task.

In recent years, emotive analytics evolves as an interesting research area of work,
with ablendof psychological and technological efforts [3, 4]. Though, data arbitration
is a pertinent task in this, as data or features suggest that modality may be facing
limits in obtaining relevant information that would allow them to derive the most
value out of such essential features for the recognition task. A strategy with adaptive
data arbitration is pivotal to reconcile heterogeneity and overfitting/under fitting
challenges and eventually improved the recognition rate.

The adaption on visual datamodality and speech datamodality is one key direction
for the development of an emotion recognition strategy. Both modalities cater the
important features located to the human emotions, though detecting faces within a
photo or video and sense expressions by analyzing the relationship between feature
points on the face is a complex task. The elements of visual data modality steer
the overall emotion recognition due to its reductive nature and range of detection
values. With visual data or more specifically facial expression, human emotions are
recognized mainly as Happy, Sadness, Anger, Fear, Surprise, Neutral, and Disgust,
as shown in Fig. 1. The speech data features supplement in the accuracy of the
recognition model.

A fusion-based learning model is the recent trend for the development of potential
tools and models for data-centric human emotion recognition, due to its capacity to
cater heterogeneity of data and overcome the inherent overfitting and under fitting

Fig. 1 Facial image object with implicit human emotions
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scenario [5−7]. In the view of range of existing fusion-based learning models,
selecting an appropriate model is a tedious task.

In this paper, we have adapted lightweight learning models over two modalities,
speech and visual, and fused them into a single learning framework. The designed
recognition framework drives on lower implicit parameters as adapted learningmodel
for both modalities are customized slightly to align to higher level of recognition
accuracy. In this process, identification of potential feature sets, combination of
different layers, choices of different datasets, and choices of different base model
which will have a direct impact on the combined results are design issues.

We have experimented with the combination of several deep learning-based tech-
niques for both datamodalities and analyzed the learning outcomes, i.e., learning rate,
recognition rates, accuracy, etc. The customization on the model for each modality is
also done to some extent. At the end of design phase, two potential models are fused
into a single framework with co-located data arbitration strategies. The data arbitra-
tion assists in deriving the relationship between feature points of both data modality,
with primary emphasis on facial features and supplemented with the speech feature
of same reference objects. Both features set passes through equivalent models to
attain learning for emotion labels.

In the paper, we have experimented on the various approaches of facial features-
based emotion recognitions, speech-based emotion recognitions, and fusion-based
strategy with an accuracy of about 64.3%, 85.6%, and 90.32%, respectively. The
recognition rate is similar to human accuracy, i.e., 60–70%. The experimental obser-
vations of designed approach over popular datasets, i.e., FER-2013, RAVDESS,
TESS, and SAVEE for training, validation, and testing our models, further, used
three cross-validation on all the datasets, as Train, Test, and Validation.

1.1 Design Challenges and Research Questions (RQs)

Emotion recognition is a multifaceted computational task, due to intrinsic require-
ment of learning-based model over cognitive of features set. Even among the emer-
gence of deep learning-based algorithms in recent years, most of the existing research
efforts are limited on two design fronts, (i) they are based on the assumption that
increasing the number of layers will also increase the recognition rate, that is hypo-
thetical to an extent and (ii) they are unable to deal with multimodal data scenario.
Conceptually, first argument is based on the basis of increased depth of model and
affects the recognition rate. The soft clarification for the second reason could be
lesser number of experimentations for the facial emotion recognition scenario.
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In the views of above, design issues and overall motivation of the proposed work
are to overcome the limitation on a fusion-based model and deliver a highly accu-
rate recognition model using facial and speech features set. The following research
questions (RQs) are formalized to conduct the design and overall analysis:

RQ I: Which of the deep learning techniques may be kept in a suite to design a
novel fusion-based human emotion recognition model?

RQ II: How much stacking must be given to facial features or speech features, in
order to get improved recognition rate?

RQ III: How data arbitration plays a pivotal role for facial-based learning models
data scenario?

The key motivation of the factor of consideration this work is fascination about
how machines or programs recognize human emotions, ‘How by using a set of
camera or datasets machine learn to recognize corresponding to happy, sad, and
other emotions as well’. In this work, a new custom model for emotion recognition
is developed, enabled with existing deep learning models, in the multimodal setting.

1.2 Contribution and Outline

The key contribution is a novel human emotion recognition framework. A fusion-
based recognition framework is designed to detect human emotions in the presence
over multimodal data, e.g., visual/facial and speech. The framework is designed to
stack the learning layers in complex computational settings, mainly due to modeling
of features-level relationship from both modalities. The effective fusions of hetero-
geneous models are framed with a detailed performance analysis. In this work, a
new stacking arrangement is contributed after MobileNetV2 as base model. Dataset
formation: In our work, new datasets formation which involves a modified FER-
2013 for facial emotion recognition is adapted. Various argumentation parameters
are used to achieve the following task. For speech, a custom model and raw speech
samples are used for emotion recognition, and at last a concatenation layer is used
for merging the two models input and finally predicting the output.

The paper is organized as Sect. 1 introduced outlines the fundamental aspects of
fusion-based emotion recognition with implicit design issue. Section 2 presents the
current research work of relevant area. Section 3 presents the proposed approach,
i.e., how an appropriate fusion affects the recognition accuracy. Section 4 elabo-
rates details of overall performance evaluation framework and outcome. Section 5
concludes the work presented in the paper and listed the future scopes.
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2 Related Work

Convolution neural network (CNN) has shown a great potential in image processing
whenfirst arrived in late 1990.Akhdand [1, 2] used eight pre-trained deep convolution
neural network (DCNN) models and used transfer learning to avoid training from
starch, i.e., freezing all the layers except the last block and used ten cross-validation
and famous datasets like KDRF and JAFFE used for model evaluation. In [3], author
adopted the use of VGG with regularization and used SGD as optimizer and other
optimization methods and used the saliency map for visualization. In [4], instead of
using deep dense network it uses deep sparse network and inception layers and used
seven publicly available datasets. In [5], author uses switching from Adam to SGD
(SWATS); here Adam is adaptive moment estimation and SGD as stochastic gradient
descent; i.e., during middle of training, it can take advantage of fast convergence of
Adam at the beginning, but later we can use SGD so that model generalizes well [6].

In this author used AFF-Wild 2 dataset and train CNN in this model and then
tested it on FER-2013 [7]. Amil et al. used transfer learning, data argumentation,
class weighting, auxiliary data and also used ensemble with soft voting to archive
accuracy of 75.8%. In [8], authors added a local normalization process betweenCNN
layers that detect smile and recognize facial expressions.

Gupta and Vishwamitra [9] combine spatial and temporal features of same
reference object located within a video, as features aggregation reduces overfit-
ting problem in CNN models, whereas Sinha and Aneesh [9] proposed a similar
architecture as VGG with doubled conv layers and different data argumentation tech-
niques and further extended by Shervin,Mehdi, andAmirali work. A novel attention-
based technique has been introduced, leveraging an end-to-endConvolutional Neural
Network (CNN), to emphasize crucial facial attributes by employing a localization
network. This innovative approach yields enhanced recognition results, pushing the
boundaries of facial recognition technology [10, 11].

The main processes of an emotion recognition strategy are extraction, selection,
and classification. To extract features, Wang [12] employed a DAE with five hidden
layers, while Khalil [13] examined separate methods for three processes to attain
deep learning. Stuhlsatz et al. [14] compared the performance of a GerDA based on
deep neural networks (DNNs) with support vector machines (SVM) on identifying
speech utterances using emotional dimensions such as arousal and valence [15]. The
static acoustic properties were retrieved using a particular preprocessing approach
and provide input data to the classifiers, and their findings demonstrated that the
DNN surpassed the SVM in recognizing emotional traits in spoken utterances.

Caridakis et al. [16] employ recurrent neural networks (RNNs) which combine
audio formats likeMPEG-4 FAPs and data linked to our pitch and its rhythm in order
to recognize natural emotional states in terms of activation and valence. This form of
neural network implies that previous inputs influence future input processing, giving
a framework for dynamic modeling of multimodal data.

Ranganathan et al. [1] use four deep belief networks to extract robust multi-
modal features for emotion classification in an unsupervised manner, as well as
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CDBN models that learn important characteristics of emotions. These models are
verified on the emoFBVP database, which contains (facial, body gesture, voice, and
physiological signal information) and provides improved identification accuracy.

3 Proposed Fusion-Based Emotion Recognition Framework

Fusion-based emotion recognition harnesses the feature set from diverse data
modality and based on transfer learning strategy. We propose a multiple stacked
layers placed within learning model to achieve this transfer learning for the motion
recognition on seven emotion values.

Network Architecture for Modified MobileNetV2 The proposed architecture for
the emotional classifier involves number of layers, as each computational layer in
the model adds a depth to the delivery of overall computational task. If these layers
are increased, the overall capacity of model will be increased, though unnecessarily
increasing layers will cause model to over fit and putting too much neurons in single
layer. These settings further enhance the overall cost of a model instead of separating
it out which is computationally efficient.

Figure 2 illustrates the proposed MobileNetV2-based network for the multilevel
emotion recognizer. The proposed strategy has input shape of 224 × 224 × 3 that
is resized all the dataset images to 224 × 224 × 3 and added over proposed seven
layers at last.

In the proposed architecture, a Dense layer is used to acquire all the information
from previous layer then performed activation so that overall values squash between
(0,x) where x is value greater than 0, which is ReLu functionality. Interesting point
to be note here is that from all the 3 models MobileNetV2 used ReLU6 as underlying
architecture but we used ReLu as common Activation in our model.

The proposed model not changed the underlying architecture to match the
proposed, because it will change the overall architecture of the predefined model
and we have not adapted the ReLu6 because other model used the underlying archi-
tecture as ReLu itself. Since layers can cause the overfitting issue so we used the
random dropouts of 10, 20 and 50% to reduce the overfitting and used SoftMax as
classification layer.

Figure 3 illustrates emotion recognition architecture based on the speech feature,
with custom 11 learning layers with an input shape of (268, 1). At the first layer,
Conv1D layer with the 128 filters, 5 × 5, is kernel or filter size and padding is set to
same, to ensure that if outputs have smaller size than input, then simply add padding
to it and make the size same as input. The main aim is to extract features from the
speech data.

The second layer is of activation; in proposed work, we have used activation as
ReLU which squashes the values between (0, x). The third layer is a dropout layer
which was set to 0.2, this means for the random drop of neurons with probability of
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Fig. 2 Proposed MobileNetV2 layer schema

Fig. 3 Custom model for speech feature-based emotion recognition
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20%. The fourth layer is Maxpool 1D, here pool of size is 8, which simply takes max
out of eight values and rejects all other values.

The fifth layer consists of Conv1D with same 128 filters and five kernels. The
Sixth layer is the second activation in model which is also ReLU. The seventh layer
is MaxPool1D with a pool size 5 which is same as the fifth layer. The eighth layer
consists of Conv1D but has 64 filters and 5 will be the kernel size. The ninth layer is
also activation layer of typeReLU. The next layer is a dropout layer which has a value
of 0.1 which simply means probability of 10% which simply drops 10% of neurons
randomly, and at last flatten layer will be used to reduce the multi-dimensional data
into single dimension.

All features which are used for speech model are exactly same as features used
in speech section, i.e., MFCC, MEL, Contrast, Tonnetz, and Chroma. But here we
need to reshape the audio sample to twice its size.

In fusion-based system, as shown in Fig. 4, a concatenation layer is used to
harness the input of same shape, in our case for the architectures mentioned above;
we have added two new layers as output layers and both layers are dense in nature
with number of neurons which will be seven in both layers. Then after that we have
combined all four parameters, i.e., twomodel structures defined above and two output
parameters. During compilation stage, we have used Adam as well as RmsProp as a
loss function below is the combined structure for the fusion stage.

4 Experimental Analysis

4.1 Data Settings

All studies were carried out on a computer equipped with an Intel i5-8300H 2.5 GHz
processor and 16 GB of RAM, with no additional devices such as GPU, TensorFlow,
and OpenCV for pertained models and dataset preprocessing.

The primary source of data is taken from facial emotion recognition (FER-2013)
dataset with located images crawled over Google Search in an uncontrolled environ-
ment. The dominant features on these images are set on over seven human emotions
with each image (size of 48 × 48). The key challenge, here, is inherent data imbal-
ance, e.g., dataset is quite imbalance for ‘Happy’ emotion having lots of images as
compared to ‘Disgust’ emotion. Figure 5 (left part) illustrated the overall imbalance
on the data objects, for each training and test image set.

4.2 Data Arbitration for Emotion Recognition Accuracy

A traditional data argumentation is a data preparation strategy either focuses either
on balancing data objects within dataset or enhancing the data objects adding the
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Fig. 4 Proposed
architecture for fusion-based
emotion recognition

Fig. 5 Data instances imbalance (left) and data with data argumentations (right)
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additional data objects using via synthetic data records. Data arbitration is an implicit
scenario for the data argumentation with an aim to balance a dataset and achieved a
dataset with higher values, a helpful mechanism in these coarse data situation. Data
arbitration steers new image generation for each imbalance image class.

We placed data objects of FER-2013 dataset into three sets: train, test, and valida-
tion set. Over basic sets, objects are placed uneven among emotion labels. Though,
with adapted data arbitrations dataset is balanced and aligned for the proposed
hypothesis. Figure 5 illustrates both scenarios for data preparation.

The data preparation listed models on images require new sample generation and
image normalization to match input shape of 224 × 224 × 3. To ensure consistency
across all three models, a standardized input with a batch size of 128 has been
employed as the base input. Additionally, a learning rate of 0.01 has been set, along
with the utilization of L2 kernel regularization and dropout techniques to mitigate
overfitting risks. Given the objective of classifying multiple emotions, a tailored loss
function in the form of sparse categorical cross-entropy has been employed.

The experiential works are based on two optimizers: adaptive momentum esti-
mation (Adam) and stochastic gradient descent (SGD. ReLU has been adapted
as activation function, and for classification layer, softmax activation is used.
Hyperparameters are listed in Table 1.

Since FER-2013 dataset is imbalanced, i.e., dataset contains only 486 ‘Disgust’
images and over 7000 images for ‘Happy’; data argumentation such asWidth Shift,
Height Shift, Shear Range, Zoom, Horizontal Flip, Fill Mode, and Rotation used
and generated seven new images. For an imagewith ‘Disgust’ emotionwith following
parameters and deleted images, new images are generated as shown in Fig. 6.

Table 1 a List of hyperparameters, b data argumentation parameters

Parameter name Value Argumentation type Value

Input shape 224 × 224 × 3 Fill mode Nearest

Batch size 128 Width shift 0.21

Epoch 100 Height shift 0.2

Learning rate 0.01 Shear 0.2

Optimizer Adam, SGD Zoom 0.21

Kernel regularizes l2(0.01) Horizontal flip True

Loss Sparse CC entropy Rotation 45°

Activation Classification layer (Softamax), ReLU

Dropout (%) 20, 50
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Fig. 6 Data argumentation-based generated images for ‘Disgust’ emotion

4.3 Accuracy Evaluation of Fusion-Based Emotion
Recognition

In facial emotion work, three models are used as emotion classifier. The key perfor-
mance criteria observed are its effectiveness on the estimation of emotion. The
measure precision is adapted with a definition on Eq. 1. The proposed model preci-
sion of formalized as its capacity on the precisely identifying the emotions and their
labels:

P = True Positive/(True Positive + False Positive). (1)

The measure is recall and adapted definition is

R = True Positive/True Positive + FalseNegative. (2)

The measure of F1-score is harmonic mean of both precision and recall values
for a model. The F1-score indicates the overall accuracy of a system and formalized
as Eq. 3, as

F1 = 2 ∗ (Precision × Recall)/(Precision + Recall). (3)

The performance analysis reports of listed models are in the form of classification
report. Further classification report is placed into three measures: precision, recall,
and F1-score. The accuracy on correctly outlining the fundamental emotions, these
levels on accuracy are illustrated over ‘confusion metric’, depicts the overall accuracy
of the system, as for each emotion we can estimate and analyze.

The effective analysis over the designedmodels is primarily based on fundamental
measures and traditional definition. As seen in confusion metric, the most correctly
classified emotion is ‘Happy’ and most less recognized emotion is ‘Disgust’. In case
of ‘Disgust’, mostly it is misclassified with ‘Angry’; as seen in below image, it is
even difficult for human to recognize that it is ‘Angry’ or ‘Disgust’ (Fig. 7).

‘Neutral’ has also beenmisclassified with ‘Sad’; as we see in images, it is difficult
to tell whether a person is ‘Sad’ or ‘Neutral’. Other potential cause for misclassi-
fication will be the dense network of VGG-1 that causes an overfitting and due to
addition of our architecture at the end additional parameters has been increased to
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Fig. 7 Schematic view of human emotion impressions

139Mwhich is the major cause of overfitting because amount of data is less for huge
number of parameters.

4.4 Results

Modified MobileNetV2 has required around 100 h of training to converge and
training for the defined framework on facial features, with training every epoch on
validation test. After the completion of the training phase, model is tested upon test
set correct validation of recognition rate. For evaluation purpose, precision, recall,
and F1-score are used, as shown in Fig. 8.

The overall accuracy boiled down to 64.2% for test set and for validation set
accuracy is around 63.9%. Confusion matrix for the same is shown in which it is
observed that happy emotion is the most correctly recognized emotion.

Modified ResNet50 It has required around 135 h of training so that model converges
completely. During the training phase, model is tested after every epoch on validation
test, and after the completion of the training phase,model is tested upon test set correct
validation of recognition rate. For evaluation purpose, precision, recall, and F1-score
are used.

The overall accuracy boiled down to 59.4% for test set and for validation set
accuracy is around 58.7%. Confusion matrix for the same is shown in which it is

Fig. 8 Performance evaluation chart for MobileNetV2
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Fig. 9 Performance evaluation and chart for ResNet50

observed that happy emotion is the most correctly recognized emotion, as shown in
Fig. 9.

Modified VGG-16 It has required around 170 h of training so that model converges
completely. VGG architecture is very dense in nature due to which it requires more
time as compared to other models. During the training phase, model is tested after
every epoch on validation test, and after the completion of the training phase, model
is tested upon test set correct validation of recognition rate. For evaluation purpose,
precision, recall, and F1-score are used, as shown in Fig. 10.

The overall accuracy boiled down to 53.5% for test set and for validation set
accuracy is around 52.9%. Confusion matrix for the same is shown and can be
observed that happy emotion is the most correctly recognized emotion.

Figure 11 illustrates a comparison among all the leaning models over facial
features for emotion recognition, here MobileNetV2 outperforms both the models,
i.e., ResNet50 and VGG-16, for the recognition task over all the emotion labels.

Further, comprehensive comparison is conducted uponmodifiedmodels and other
existing models. The redesigned model indicated overall improved performance and
outperforms some of the existing models, e.g., Fast R-CNN, as shown in Table 2.

Fig. 10 Performance evaluation chart for modified VGG-16
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Fig. 11 Comparative analysis of modified model, i.e., MobileNetV2, VGG-16, ResNet50

Table 2 Comparison of
recognition rate S. No. Learning models Recognition rate (%)

1 Modified MobileNetV2 64.2

2 Modified ResNet50 59.4

3 Modified VGG-16 53.5

4 CNN (AlexNet)[67] 61.1

5 Net B[66] 60.91

6 Net B_DAL[66] 58.33

7 Net B_DAL_MSE[66] 58.15

8 Fast R-CNN(VGG-16) 30.19

The speech-based features play pivotal role on the recognition of emotion in
proposed framework, and the models are trained over SAVEE dataset and fused with
facial feature-based model.

The designed fusion-based emotion recognition framework is firmly placed with
twopotential equivalents for analysis:YongqiangLi summationmethod-based recog-
nition approach and traditional concatenation layer-based method. Our work is
conceptually aligned to concatenation-based strategy with summation placed within
internal layers.

Figure 12 outlines a relative outcome of recognition of seven human emotions on
three layers; it is evident that proposed model performs quite well on few emotions,
i.e., for Disgust emotion recognition rate increased by 1.8%, Happy emotion classi-
fication rate increased by 1.3%, of Surprise emotion classification rate increased by
6.4%, etc. The evaluation work asserts that with improved trade-offs overall accuracy
be significantly enhanced from 90.32% to 91.25%.
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Fig. 12 Comparison of proposed fusion-based framework with equivalents

The state-of-the-art observations potentially identified that in all three approaches,
the correctly classified emotion is Happy, primarily due to availability of massive
images and speech samples, whereas the most incorrectly classified emotion is
Disgust due to lesser number of samples available to train the computation model.
Our framework classifies ‘Disgust’ emotion with improved rate to some extent.

5 Conclusion

This work aims to design the fusion-based approach for human emotion recogni-
tion, with an objective to accurately identify seven human emotions using facial
and speech features. The facial domain learning models are based on FER-2013
dataset with custom layers embedded into predefined model. Here the proposed
work surpassed to a Fast R-CNN with an increase of accuracy around 3.1% with our
addition layers inMobileNetV2, wherein speech features are adapted on two different
techniques, speech spectrograms which have been extracted from RAVDESS as well
from combination of RAVDESS, TESS, and SAVEE, and after extraction process is
completed, these spectrograms are fed to our deep learning models, with an increase
of 1.3% in recognition rate.

In proposed fusion-based model, at concatenation layer, a novel created model
is structured in previous sections. During fusion level, SAVEE dataset separated the
audio and video and then converted video signals into images, where intensity of
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emotion is high and then fed all the data to neural network. Interesting thing about
this technique is that it takes speech data as well as image data as their input and
gives the prediction.

Following potential future research directions are observed:

(i) Data argumentation is one of the key preprocessing activitieswithin a learning-
based model. During conceptual design, it has been widely realized that due
to the scarcity of data in FER-2013 dataset, the SMOTE could be utilized to
generate synthetic data samples.

(ii) In the proposed approach, emotion recognition is delivered over seven human
emotions based on two modalities (facial and speech) with an accuracy of
90.32%: though the model is unable to scale up its potential for additional
human emotions. In the future solutions, additional modalities such as text,
gestures, and physiological signals may be adapted for the recognition of these
emotions.

(iii) Current proposed work may be extended to accurately estimate the intensity
levels within a specific human emotion to highlight the secondary emotions;
e.g., for Happy emotion intensity levels could be Ecstatic, Serenity, and Joy.

(iv) One of the key observations from the work is that the current need of scal-
able fusion classifier recognizes emotions regardless of age, gender, group,
ethnicity, stance, lighting, and hair styles.

(v) For a speech-based emotion recognition approach, delta features may be
employed along with the features mfcc, mels to strengthen the role speech
features in recognition task.

(vi) Dynamic filtering can be used while training models; i.e., one can define their
own filters and use a dynamic approach so that filters will change accordingly.

(vii) At last, different combination of fusion layers, i.e., average, weighted sum,
weighted average sum, etc., may be experimented in futuristic fusion-based
learning to enhance the overall performance.
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Concept for Using 5G as Communication
Backbone for Safe Drone Operation
in Smart Cities

Stefan Kunze, Bidyut Saha, and Alexander Weinberger

Abstract Civilian drones have a wide range of applications and will be an integral
part of future smart city designs. While drones fly mostly unregulated today, there
will be a strong need for regulation of the lower airspace in the near future. As part of
the research project SIMULU, a prototypical geo-awareness system is implemented.
This system provides transponder functionality for the drones and is capable of
detecting potentially dangerous situations. It can warn pilots and provide them with
guidance. For autonomous drones, the autopilot can be updated. In this paper, a
theoretical consideration and a concept for using 5G communication as connecting
link between drone applications and smart cities are proposed. The possibilities of
using 5G as all-in-one communication system, for inter-drone communication as
well as enhancing the current geo-awareness system are shown.

Keywords UAV · UTM · 5G · Smart cities

1 Introduction

The basic idea of smart cities is to bring intelligence into urban life, thus increasing
the comfort and security of civilians. The concept aims to highly integrate modern
IT, like IoT, AI, etc., into urban planning [1]. One aspect of smart city design is
the safe integration of civilian (UAS) into the lower airspace. While UAVs have a
wide range of applications, their operation remains mostly unregulated, so far. To
ensure safe operation in smart cities, this issue has to be addressed by introducing
an UTM system. As part of the SIMULU research project, a prototypical GAS is
being implemented. This system provides transponder functionality for the drones
and is capable of detecting potentially dangerous situations. It can warn pilots and
provide them with guidance. For autonomous drones, the autopilot can be updated.
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The new 5G standard is an important backbone for the demanding communication
requirements in smart cities. In this paper, a concept for using 5G as a combining link
to safely and effectively integrate UAVs into smart cities’ lower airspace is proposed.
In the following section, a brief overviewof some relatedwork is presented. In Sect. 3,
the geo-awareness system in its current form is briefly introduced. In Sect. 4, three
ways for improvingUASapplications in smart cities by introducing 5Gare presented.
Finally, the paper is concluded with a brief look at some future work.

2 Related Work

Using dedicated radio links for UAVs has a number of disadvantages, such as scarcity
of available spectrum, costs associated with separate infrastructure, and incompati-
bility between systems or connectivity in (BLOS) scenarios [2]. Therefore, the use
of cellular networks is discussed by several authors, such as Baltaci et al. [3] (com-
prehensive overview of drone communication) or Kukliński et al. [4], who propose
a detect, sense, and avoid system.

With 5G, a new generation of cellular network has been introduced recently.
Compared with 4G/LTE networks, it provides some advantages which are relevant,
both for smart city and UAS applications. Besides the commonly known high data
rates and lower latencies, 5G also offers the possibility of network slicing [4]. By
dividing one physical network into multiple virtual networks, it can provide best
possible QoS for a wide range of applications. For UAS applications, 5G provides
better air coverage, due tomMIMObeamforming [5]. It can fulfill the communication
requirements of UAVs, in terms of data rate and latency and can support moving
targets with speeds of up to 500km/h [6].

A general system architecture for realizing 5G-based (UAS) communication is
proposed in [6]. The authors present three different application modes. In “com-
mon network sharing” mode, UAVs and other 5G terminals use the same physical
and logical network, whereas in the “common network private mode”, they use
separate logical networks. Finally, in “dedicated private network mode”, they are
in completely separated physical and logical networks. Si-Mohammed et al. pro-
pose a novel cellular network-based architecture for an end-to-end (UAV) business
process within the scope of the European Union’s U-space [7]. Three major com-
ponents of this architecture are customer (end user and business provider), U-space
(UAV) operator, 5G network owner, (UTM, etc.), and 5G infrastructure (gNodeB).
Besides U-space, there are various other approaches for a reliable UAS, as it is clear
that the lower airspace needs regulation, surveillance, and control in order to cope
with the increasing number of UAVs. Several aviation safety agencies, such as FAA
and EASA, presented concepts for UTM [8]. Major UTM functions include UAV
registration, UAV database management, UAV flight path management, and con-
tinuous monitoring of UAVs during the flight progress [9]. Thus, an integral part
of any (UTM) approach will be UAV-borne transponders, which regularly transmit
the drone’s position and other relevant information to the UTM. Even though the
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feasibility of ADS-B for drone applications has been demonstrated, the increasing
number of UAVs could saturate the ADS-B spectrum [3]. Therefore, it is not a suit-
able technology for UAS applications in smart cities. AnADS-B like communication
using 4G/LTE, LoRa, or XBee is proposed in [10]. First commercial off-the-shelf
(UAV) transponders based on LTE cellular networks have recently become available
(e.g., Droniq HOD4TRACK or Aerobits The HOD).

3 SIMULU Geo-Awareness System

Aspart of the SIMULUproject, a prototypical geo-awareness system is implemented.
It is based on the previously proposed concept [11]. The system allows to warn the
pilot of manually guided drones and provide guidance for safely handling dangerous
situations. In case of autopilot-guidedUAVs, the configuration of the autopilot can be
changed and updated in order to restore safe flying conditions. For this purpose, each
drone is equipped with an UAV adapter. This device generates transponder messages
(containing information like (GNSS) coordinates, altitude, speed, or waypoints if
applicable) and regularly transmits them to the SIMULU central system. There,
the transponder messages of all connected drones are analyzed. When a potentially
dangerous situation (e.g., (UAV) in a no-fly zone or in the corridor of a registered
flight) is detected, the central system can either update the autopilot configuration of
autonomous drones or warn and provide guidance for human pilots. Warnings and
guidance are displayed on the (UI).

For the communication, off-the-shelf radio modules operating in the 868MHz
(ISM) band are used. The communication scheme for a manually piloted drone is
illustrated in Fig. 1. The average data rate required for transmission of transponder
messages with an update interval of one second is approximately 6.4kbps, which
is at the lower end of the range required for transmission of telemetry data (5–
150kbps, given by Baltaci et. al [3]). For the current prototypical implementation,
the chosen radio modules and the dedicated radio channel fulfill all requirements
and provide high flexibility. A more performant communication system (let alone
5G) is not needed. For a commercial smart city application, however, this approach

Fig. 1 Current implementation of the geo-awareness system, based on [11]
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is not feasible. The ISM band could easily get congested with increasing numbers of
UAVs. Also building an area-wide infrastructure dedicated just for this application
seems quite impracticable, considering the existence of public cellular networks.

4 Concept

Smart cities deeply integrate modern (IT) components, such as (IoT), (AI), cloud
computing, and big data. The overall objective is having “information at your fin-
gertips”. As an upcoming new communication technology, 5G has some basic char-
acteristics, such as lower energy, lower cost, higher security, higher reliability, and
improved transmission efficiency [12],whichmake it suitable as smart city communi-
cation network backbone. During the design of future smart cities, 5G network plan-
ning and urban planning can be merged to provide adequate connectivity for a wide
range of communication applications with highly diverse requirements. In Fig. 2, the
three main scenarios of 5G and some example applications relevant for smart cities
are illustrated. The eMBB provides high data rates required for applications like VR
or AR, whereas mMTC targets information exchange between very large numbers
of machines, sensors, and other IoT devices. Finally, URLLC provides low-latency
communication (down to 1ms) in combination with high reliability. Both aspects are
required for applications like autonomous driving or industrial automation.

Modern civilian drones can be used for a wide range of applications. With the
introduction of smart cities, their numbers in the sky will continue to increase. They
can be used for autonomous deliveries, or as sensor carrying platforms for inspection
and surveillance tasks. There are also applications in law enforcement or emergency
services. In the following three subsections, different ways of using 5G as the con-
necting link between drones and smart cities are presented.

4.1 5G as All-In-One Communication System

ManyUAVs require other communication channels (e.g., data streaming link, teleme-
try link, etc.) besides the (C2)-link. Often multiple different communication systems

Fig. 2 5G application
scenarios for smart city,
based on [12]
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are used by the same UAS, as each communication system is suitable for a spe-
cific requirement. An overview of many different systems used for UAS is given
by Baltaci et al. [3]. The introduction of UTM and the geo-awareness system also
introduces the need for further communication. Different UAV applications demand
different communication needs in terms of latency, data rate, or range. For example,
the (C2)-link demands a low-latency communication, whereas 4K video streaming
demands a high data rate. Comparing the demands with Fig. 2, it is clear that eMBB
and URLLC are also use cases for drones. With the increasing number of drones in
smart cities, mMTC also becomes relevant. Neither of the communication systems
commonly used for drones is capable of handling all these scenarios. In addition,
some of the currently used or proposed communication systems may work well in
rural areas, but these are not suitable for complex smart city scenarios. For exam-
ple, congestion of ISM or ADS-B frequency bands would be probable. As shown
in Fig. 2, 5G can meet all those communication requirements required for (UAV)
applications. The eMBB is capable of handling the high data rate required for the
streaming of sensor data, URLLC satisfies latency and safety requirements for (C2)-
links, telemetry, and (UTM) communication, and lastly, mMTC allows to cope with
an enormous increase of autonomous UAS.

Considering RF spectrum is a scarce resource in smart cities, it would be advanta-
geous to unify all drone communication into a single communication system. There-
fore, the use of 5G as all-in-one communication system for UAS applications is
proposed. As illustrated in Fig. 3, it is suggested to include C2, telemetry, payload
(video or sensor data), and all (UTM)-related communication, such as transpon-
der messages, warnings/guidance for human pilots, or commands (e.g., autopilot
updates) within a common communication channel. This allows to simplify drone
design by eliminating the need for various parallel radio systems and helps to use the
available spectrum more efficiently. Being a cellular network with the possibility to
handover between base stations, 5G is also very suitable to provide BLOS coverage.
As the GCS and UAV do not necessarily need to be within the same cell, less transmit
power is required for long-range operation, thus making the communication more
efficient, both from energy and spectral (less interference/less congested spectrum)

Fig. 3 “All-in-one” concept for 5G integration with SIMULU
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points of view. UTM requires the connection to a central entity. For the UTM, an
infrastructure with a reliable area-wide coverage is required. Instead of building a
new system in parallel, it is more practical and economical to use an existing cellular
network. The existing 4G infrastructure can fulfill most of the all-in-one concept’s
requirements but has some limitations (e.g., for low latency or very high data rate
applications). Additionally, 5G introduces the possibility of network slicing, which
can segment a single physical network into various virtual networks. This provides
the opportunity to configure multiple network slices differently, depending on the
communication requirements (e.g., optimized for high data rates or very low latency).
It also enables the possibility to create a separate network slice (i.e., virtual network)
dedicated to UAS, which could increase security for UTM traffic. Overall, 5G is
the most suitable technology for adopting an all-in-one communication concept for
UAS.

4.2 Inter-UAV Communication

5G is also a suitable choice for inter-(UAV) communication, which is required for
coordination of drone swarms or collision avoidance. A concept discussing the feasi-
bility of 5G-based drone swarms is presented in [13].With the introduction of (UTM)
as central point, there are two possible ways for 5G-based inter-drone communica-
tion (see Fig. 4). In the first approach, all possible communication is sent through
UTM system (i.e., (UAV) 1 sends a message to (UTM) which relays it to (UAV) 2).
In the second approach, UAVs can communicate with each other directly (via the
gNodeB), without the UTM.

In this paper, a mixture of those twomethods is proposed for inter-(UAV) commu-
nication. The goal of the UTM is to have an overview of all (UAV) movements and
coordinate them to assure safe operation. Thus, all transpondermessages fromdrones
must always be sent to the (UTM). There the overall (UAS) traffic is monitored, and
information from UAV x can be relayed to UAV y if necessary, to coordinate their
flight paths. This approach may be applicable for collision detection, as the UTM has
the “bigger picture” and is capable of recognizing potential collisions. The second
approach is suitable for cases, where the content of communication is not (directly)
relevant for the UTM. This is the case for coordination of drone swarms, as each

Fig. 4 Possible inter-UAV communication strategies
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individual UAV still sends its transponder messages. By removing the UTM from the
communication path, the latency can be reduced, which is beneficial for time-critical
URLLC traffic. A second application which can also benefit from reduced latency
may be collision avoidance. Once the threat of an imminent collision is detected, two
UAVs can directly negotiate evasive maneuvers without involving the UTM. This
data exchange may contain more detailed data (e.g., more detailed telemetry) at a
shorter interval than the one which is used for regular transponder messages sent to
the UTM.

4.3 Improved Geo-Awareness System

Using 5G for the geo-awareness system’s communication instead of a dedicated
radio link offers several advantages. In future smart cities, a reliable 5G coverage
can be taken for granted. Therefore, using 5G would avert the need (and subsequent
costs) of building a new infrastructure just for geo-awareness system and UTM
communication, while at the same time, taking a step toward using the already scarce
frequency spectrum more efficiently.

With the current geo-awareness system’s implementation, only UAVs that are
equipped with an autopilot can be influenced directly by updating the mission (e.g.,
assigning new waypoints). For manually controlled drones, only warning and guid-
ance for the pilot are possible. By using 5G for the UAS communication, enough data
rate and sufficiently low latencies can be assured, to actively let the geo-awareness
system performmaneuvers with such drones. While there are certainly limitations to
this approach for more complex flight maneuvers, simple ones (e.g., changing alti-
tude) may in many cases be sufficient to avoid dangerous situations. When the drone
is actively controlled by the GAS or when multiple UAVs operate in close proximity,
it may be necessary to provide more detailed or more frequent transponder mes-
sages. Compared to the currently used ISM-band radio modules or other potential
systems like LoRa, 5G offers more performance reserves in this regard. Since 5G is
also specified for (mMTC), it is capable of handling the expected increase in UAS
flight movements in smart cites. For the geo-awareness system’s user interface, the
introduction of 5G offers two advantages. On the one hand, any 5G capable smart-
phone or tablet can be used to replace the current (UI). On the other hand, more
advanced and complex guidance mechanisms (like (VR)/(AR)) can be realized to
assist human drone pilots. The ability of 5G to createmultiple virtual networkswithin
one cell allows to optimize the network for multiple applications, by configuring the
network slices accordingly. Additionally, safety and security relevant traffic (such as
(UTM) communication) can be separated from “normal” cellphones. The possibility
of broadcasting messages within one network slice allows to efficiently propagate
information to all UAVs within a cell. Overall, the combination of the current proto-
typical geo-awareness system and the proposed all-in-one communication concept
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provides improvements to make the system more intelligent, more generic (no need
for own infrastructure), and more cost effective, thus making it a valuable asset for
improving the safety in the lower airspace of smart cities.

5 Conclusion and Future Work

In this paper, a concept for using 5G as connecting link between drones and smart
cities is proposed. Using 5G seems to be the best-suited communication system for
the presented use cases. In the next steps, the proposed mechanisms (like all-in-
one communication with multiple network slices, 5G-based takeover of manually
piloted drones, etc.) have to be implemented to proof their feasibility, before the
overall concept may be implemented for smart cities.
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5G Stand-Alone Test Bed for Craft
Businesses and Small or Medium-Sized
Enterprises

Siegfried Roedel, Frantisek Kobzik, Markus Peterhansl, Rainer Poeschl,
and Stefan Kunze

Abstract The switch from 4G to 5G mobile communication leads to a significant
increase in opportunities for businesses. 5G not only offers a wider bandwidth con-
nection, but also forms the basis for new applications, business models and products.
Thus, it is important for companies to take 5G into account in their developments as
soon as possible. In this paper, the concept and implementation of a 5G stand-alone
test bed and some exemplary use cases relevant for small businesses are presented.
The test bed will serve as basis for developing and showcasing customized 5G appli-
cations. In combination with other education and training offers, this test bed will
provide valuable knowledge transfer to small businesses and help them with the
integration of 5G.

Keywords 5G ·Mobile communication · Test bed

1 Introduction

With the trend toward interconnected production and value chains as well as IoT,
Industry 4.0, cloud computing and AI, the communication demands rise above the
capabilities of LTE advanced and Wi-Fi. 5G is the first generation of cellular net-
works, which can be widely used for industrial processes. Some reasons for this
are performance parameters in terms of bandwidth, latency and reliability. The easy
implementation of isolated campus networks and the possibility of slicing the net-
work into multiple virtual networks (each optimized for a specific application) are
also important advantages of 5G. All these factors lead to the increasing popularity
of 5G in the industry.

SMEs and even small craft businesses could also benefit from5G (e.g., by enabling
new business models, integration in products, or having a customized cellular net-
work under their own management). However, several challenges and obstacles are
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stopping them from implementing their own 5G solutions. The high capital and oper-
ational expenses of a 5G campus network can be a problem for such businesses. The
lack of knowledge or staff training in regard to wireless communication (cellular
networks in general and 5G in particular) is another factor. Many 5G application
scenarios in the field of (IIoT) are designed and specified to meet the requirements
of big industries or corporations. Hence, there is a lack of market-ready applications
that suit the need of smaller businesses. These challenges in combination with the
absence of best-practice examples to demonstrate the advantages of 5G for small
businesses are the reasons why most of them shy away from implementing 5G.

To address these obstacles and challenges, theDeggendorf Institute of Technology
started a new project in cooperation with the Chamber of Crafts in Lower Bavaria
and Upper Palatinate. This project looks into the problems by developing and imple-
menting various 5G applications tailored to the needs of craft businesses and SMEs.
A structural and technological analysis of the regional business is performed to find
the best ways to help and advice them on 5G-related questions. One central aspect
of this project is the implementation of a 5G test bed (stand-alone campus network),
which serves as a “playground” for the prototypical development, demonstration and
showcasing of customized 5G applications. Through workshops and training courses
for business owners and employees, their awareness of 5G and its possibilities will
be increased. This will also improve the technology transfer between the research
institute and small businesses.

In this paper, the concept and implementation of this test bed and some exem-
plary applications, which will be developed and demonstrated in the course of the
project, are presented. In the following section, a brief overview of some related
work and various other 5G test bed implementations are given. In the third section,
the architecture of the implemented test bed and the available measurement equip-
ment are presented and some current limitations are discussed. In the fourth section,
various exemplary 5G applications which are relevant for craft trades are shown.
Additionally, first demonstrators using the test bed are discussed. Finally, the paper
is concluded with a look ahead at some future work.

2 Related Work

Mobile communication of the fifth generation has great potential for various appli-
cations. For example, 5G offers the possibility of private networks in the licensed
spectrum for the first time. They are the key point why 5G is suited for industrial
wireless networking as they offer dedicated coverage, intrinsic control, exclusive
capacity, customized service and reliable communication [1].

Despite these advantages, especially SMEs have problems recognizing their spe-
cific opportunities.Without realizing the full potential of 5G, many of them shy away
from the investment, as the initial costs seem to be too high. Furthermore, 5G is much
more complex than Wi-Fi in regard to the software, the necessary adaption of the
business organization, and the operation of the network. These reasons lead to a slow
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5G adoption, particularly in SMEs and craft businesses. However, the slow adoption
could result in reduced competitiveness of the respective companies in the future
[2]. To overcome these challenges, exemplary cross-company 5G networks can be
very helpful. The 5G introduction in companies (especially SMEs) should also be
supported by advanced training for the workers [2]. A promising approach to foster
the introduction and application of 5G is to build lighthouse projects. These projects
should develop and show descriptive use cases to demonstrate the advantages of the
emerging technology [2].

Recently, somecorresponding5G test beds anddemonstration projectswith differ-
ent focuses have been established. The authors in [3] propose mobile test beds for 5G
(SA) and (NSA) with standard (RAN) components and the open-source Open5GS1

5G core. The test bed focuses on industrial automation with the example of a robot
that is mounted on an automated guided vehicle. The research institute Fraunhofer
FOKUS established an indoor and outdoor 5G playground in Berlin which is oper-
ated by the Open5GCore.2 Their main focuses are smart city applications as well
as automotive and industrial applications [4]. A further example is a concept for a
flexible 4G and 5G test bed using OpenAirInterface3 and open source (MANO). The
concept has been proven by implementing its basic functionality. However, there are
some performance issues [5]. The authors in [6] propose a reference architecture
for a distributed 5G test bed based on a cloud-native network functions virtual-
ization (MANO) approach. Besides these more general approaches, there are also
test beds with a specific focus. One example is a specialized 5G test bed for delay
measurements in stand-alone and non-stand-alone campus networks with (RAN)
components [7].

With the emergence of 5G, some use cases and possible applications of the new
technology are being researched. For instance, in a white paper of umlaut AG, sev-
eral use cases of 5G for Industry 4.0 applications are presented. Among others,
track and trace applications as well as automated process control, (AR)/(VR) and
autonomous transport applications are mentioned. For all of the presented applica-
tions, it is expected that 5Gwill show a better performance than the alternatives (e.g.,
4G and Wi-Fi 4/5/6) [8]. The authors of [9] present, among others, a collection of
current 5G use cases and their realization. They further summarize some research
gaps. The main gap is the lack of real-world implementations and demonstrations in
industrial environments. O’Connell et al. analyze the chances and challenges of 5G
in manufacturing environments. Several examples for future applications are shown,
like the real-time control of robots, (AR)/(VR) applications to support (predictive)
maintenance and training as well as the improved tracking capabilities of goods and
products. All of this can significantly improve productivity and take manufacturing
to a new level [10]. A further example is the usage of a 5G (NSA) platform for the
remote control of an automated guided vehicle. The comparison of the vehicle guide
error between 4G and 5G shows a notably better performance of 5G due to the lower

1 https://www.open5gs.org.
2 https://www.open5gcore.org.
3 https://www.openairinterface.org.
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latency [11]. Besides the opportunities, some challenges must be taken into account.
Examples are the interoperability with existing protocols and issues mainly in the
security area [10].

3 Implemented 5G Test Bed

3.1 Goals and Requirements

The test bed was constructed with the mindset to research 5G applications. It is
also designed to enable partner facilities, companies and developers to experience a
working 5G stand-alone network environment. The test bed should enable them to
perform use case tests or to evaluate new products. With a focus on craftsmanship in
the (SME) area, the goal of the test bed is to evaluate and demonstrate 5G applica-
tions that are tailored to craft businesses. Craftsmen, (SME) workers and developers
should be able to experience 5G applications first-hand. This allows them to increase
their awareness of digitization in general and 5G in particular. At the same time,
reservations against new technologies shall be reduced, for example by clearing
up misunderstandings. The benefits of the new communication technology shall be
demonstrated within relevant use case scenarios.

To achieve these goals, the test bed should implement most of the features intro-
duced with 5G. The test bed shall be a 5G stand-alone Open-RAN network. It shall
be upgradeable and expandable for future applications. Usually, a 5G network can
only be operated with equipment from a single manufacturer to ensure system com-
patibility. To maximize the flexibility of the test bed, the system shall conform to the
Open-(RAN) standard [12]. Thus, it allows using any equipment (even from different
manufacturers) that complies with the standard. Besides that, the system shall have
low operation expenses.

3.2 Implementation

In general, a 5G network can be divided into back-, mid- and fronthaul. The con-
nection between the core and CU is called backhaul and can cover a distance of
several hundred kilometers. The connection between the (CU) and the (DU) is called
midhaul and can span a distance of dozens of kilometers. Finally, the connections
between the (DU) and the RUs are called fronthaul and can have a length of several
kilometers. A single core can have several CUs, and each of them can be connected
to several DUs. Likewise, each (DU) can have several RUs connected to it. With this
architecture, the computing power and latency requirements can be shifted between
components to create the desired network flexibly.
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Fig. 1 5G (SA) network at
Deggendorf Institute of
Technology

In comparison with public 5G networks, or “ready-to-use” campus network solu-
tions, the test bed implemented at the Deggendorf Institute of Technology is highly
customizable. For example, frequency bandwidth, subcarrier spacing and time divi-
sion duplex slot format can be configured to fit the examined use cases. The overall
architecture of the test bed is illustrated in Fig. 1. It is an Open-(RAN) 5G (SA)
campus network using frequency band n78 (between 3.7 and 3.8GHz). This is the
regulated frequency range usable for private campus networks in Germany [13].

The network consists of a central 5G core and the RAN which uses Open-(RAN)
compatible RUs. The core serves as the main 5G management software. It runs on a
commercial off the shelf server. The RAN represents the mobile network base station
and handles the wireless communication. It is separated into three parts named CU,
DU and RU. For easier understanding, CU and DU can be imagined as the base
station on the ground and RU as the antenna on a mast. In this test bed, the CU
is running as a software solution on the same server as the 5G core. The DU is a
software solution on a dedicated commercial off the shelf server with acceleration
cards. The RUs are more than simple passive antennas. They also perform a part of
the lower-level base station calculations and have the radio frequency transmitting
chipset integrated. Each RU can transmit within frequency band n78 with a signal
bandwidth of up to 100MHz and supports features like 4× 4 (MIMO).

The 5G test bed uses a simple architecture with one 5G core as a network man-
agement and authentication system. The core has a logical connection to the (CU).
They run in virtual instances on the same server. The CU handles the higher-layer
communication and protocol stacks. These protocols include radio resource control
or packet data convergence protocol. Both are parts of the layer three network com-
munication between UE and RAN. The lower-layer communication and protocol
stacks are handled by the DU, which runs on a separate server. These protocols
include radio link control or medium access control. The DU is connected to both
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RUs via a (PTP) fiber switch. It uses the global positioning system for highly accurate
clock reference and ensures time synchronicity between the connected devices. At
the end of the chain, each RU is handling parts of the lower-layer communication
and transmits the 5G radio signals.

3.3 Extended Capabilities

In addition to the test bed which is based on closed source components, an open-
source-based 5G system running on general-purpose hardware (x86 workstation) is
also available. For this system, the open-source Open5GS4 serves as 5G core. The
open-source solution srsRAN5 is implemented to establish a virtual (gNB), including
the (CU) and (DU) functions. To generate the radio signals, a software-defined radio
unit is usedwhich is connected to theworkstation. To perform safe tests, the software-
defined radio is connected to an electromagnetic interference shielding box which
prevents unwanted signal disturbances in the public network. Open5GS is compliant
with release 16 of the 5G standard and may also be used in combination with some
commercial (RAN) systems4. With this test setup, it is possible to create a purely
open-source-driven 5G network and to compare it with the test bed which is based
on a commercial solution.

For an in-depth analysis of 5Gapplications, some test andmeasurement equipment
is available to supplement our 5G infrastructure. One of these devices is a signal
generator that can generate 5G signals with customized transmitting values. This is
complemented by a signal analyzer, capable of measuring the signal quality of the
5G transmission. Both devices support frequencies up to 44GHz. Thus, they may
also be used in future mmWave applications.

For comparisonmeasurements between different public 5Gnetworks (operated by
multiple carriers), a measurement backpack is available. The backpack allows simul-
taneous performance and signal measurements for all three major mobile network
providers in Germany. For signal measurements, the backpack includes a small sig-
nal analyzer that can detect all nearby mobile networks within sub-6 (below 6GHz)
frequencies and part of the mmWave spectrum (between 30GHz and 300GHz).
Furthermore, three mobile phones are included which can perform several network
performance tests such as throughput and latency tests.

3.4 Limitations and Problems

One of themajor problems of 5G (SA) networks is finding compatibleUEdevices. As
of September 2022, most of the available devices only support 5G (NSA) networks,

4 https://www.open5gcore.org.
5 https://www.srsran.com.
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Fig. 2 Application
scenarios of 5G

either through hardware or firmware limitations. Therefore, only a couple of devices
(mostly 5G routers) could successfully be connected to the 5G (SA) Open-RAN test
bed until now. This should be less of an issue with the introduction of new products
to the market.

Another problem for private campus networks could be the usablemobile network
identification number, as some UEs may not connect to all possible combinations.
The identification is usually done via MCC and MNC. MCC declares the country
code to which a mobile subscription belongs and MNC the corresponding mobile
network operator. In Germany, the default values for private 5G campus networks
are 999 for (MCC) and 99 for (MNC), which represent testing networks. The usual
MCC for Germany would be 262. To research this potential issue, official German
MCC and MNC identification numbers will be applied to the competent authority.

4 Applications

5G allows the implementation of applications that were not feasible with previous
generations ofmobile networks. It covers threemain use case classes: eMBB, uRLLC
andmMTC. Each of them provides different connection features (data transfer speed,
low latency and reliability and high (UE) density), as shown in Fig. 2. In this section,
typical examples for each class are presented. Additionally, the first demonstrators
that were built using the test bed and their relevance to craft businesses and SMEs
are discussed.

The mMTC allows connecting a vast number of devices to the 5G network (the-
oretically up to 106 devices per square kilometer [14]). Thus, mMTC supports mas-
sive IoT-like applications, such as high-density sensor networks (in industry, smart
agriculture and chemistry), monitoring and tracking of large numbers of devices
(asset tracking in industries), or improvements in company logistics (e.g., tracking
and coordinating big numbers of vehicles). The uRLLC class allows implement-
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ing applications that have strict requirements on network latency (with mmWave
equipment, down to 1 ms and below) and data transfer reliability (>99.9999%) [15].
However, no 5G implementations reaching these goals are known to us yet. The
possible applications of uRLLC include real-time control of robots or vehicles (e.g.,
warehouse logistics, piloting drones), real-time (V2X) communication (driver-less
cars and truck platooning), remotemaintenance on production plants andmachines or
(AR)-assisted surgery, where a connection to clean rooms without cables is needed.
The eMBB supports applications which need high data transfer rates (up to 20Gbps
in future deployments [16]). This is mainly driven by increasing demand for fast
transfer of high-volume data such as video streams to mobile phones. Possible appli-
cation scenarios of (eMBB) are among others:

• High-volume visual data transfer in the building sector (e.g., inspections of build-
ings or constructions with drones)

• Live viewing and editing of building information modeling maps on construction
sites

• Temporary Internet connectivity for Wi-Fi-based UEs on construction sites
• Permanent Internet connectivity for small businesses which have no sufficient
broadband connection (replacement of traditional Internet service providers)

• Streaming high-volume multimedia data in (AR)/(VR)/(MR) devices
• Remote video surveillance.

It is important to mention that the requirements of some applications span multi-
ple use case classes. For instance, (VR)/(AR)/(MR) applications used for controlling
machinery require fast and reliable connection provided by uRLLC and the high
bandwidth of eMBB. Another example is controlling a large number of business-
critical (IIoT) devices, where features of both uRLLC and mMTC are required.
Nevertheless, simultaneous usage of multiple network slices within a single network
connection is not supported. To partially overcome this problem, a new network
slice with parameters tailored to the needs of the application can be created. It is
important to note that network slices cannot benefit from all of the mentioned advan-
tages, but would have to use a trade-off. Another possible solution is using separate
connections in the application, each utilizing a different network slice. Furthermore,
the authors of [17] suggest various sophisticated options of combining uRLLC and
mMTC.

To test the implemented 5G stand-alone test bed, demonstrators were developed.
They are already focused on possible use cases for craft businesses and SMEs. As a
first demonstrator, a simple experiment was performed in the laboratory by streaming
a video to virtual reality glasses. The setup consists of the HTC Vive Focus 3 (VR)
glasses connected to the test bed’s 5G network via the ZTEMU5001 5Gmodem. The
unbufferedFullHDvideowith 60 frames per second canbeplayedfluently, evenwhen
a handover between two radio units is performed. In the course of the project, this
example will be further developed into a demonstrator showcasing the possibilities
of an interactive platform for remote staff training in SMEs. The final market-ready
application could, for instance, help to train or assist the workers to operate or repair
complexmachinery in factories in an interactiveway. Thiswould significantly reduce
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Fig. 3 Robot control and
video streaming

the unnecessary traveling of specialized customer service personnel. This results in
reducing travel costs as well as downtimes. Additionally, this would also mitigate
the risk of damaging the machinery by unprofessional handling.

A second demonstrator was built to show the feasibility of real-time robot con-
trol via 5G. The experiment involved the FreeNove Big Hexapod Robot (based on
Raspberry Pi 4) equipped with a camera and connected to the 5G test bed using the
Quectel RG500Q-GL 5G modem. The 5G connection was operated in the eMBB
mode, as uRLLC was not yet supported by the test bed network at that time. The
robot exposed two services as illustrated in Fig. 3:

• Live video stream (at 720p resolution) from the camera over TCP
• Control service daemon (based onTCP aswell), allowing tomove the robot around
using a gamepad.

The goal of the experiment is to test the subjective fluency of the video transmis-
sion and the remote control responsiveness. The experiment was concluded without
noticing any problems, even during handover. The future real-world utilization of this
experiment in SMEs could lie in implementing a revision system based on remotely
controlled unmanned aerial vehicles. Such systems would simplify and speed up
the inspection of objects that are hard or dangerous to access (e.g., constructions or
high-rise machines) or vast areas (e.g., forests or fields). Such applications would
simplify the operation by multiple users from different locations. This would result
in cost savings.

Another 5G application that will be researched in the course of the project is
establishing a data connection of a PLC via a 5G router for remote maintenance
independent of the company’s network (Fig. 4). In big industrial factories, there is
usually a maintenance department with experts in different fields (e.g., electronics or
mechanics) who can readily repair defectivemachinery. This is usually not the case in
a craft business or (SME), as having a big maintenance department is not affordable
for them. Therefore, they have to contact the manufacturer’s customer service every
time amachine breaks down, which results in increased downtimes. Themachine can
be connected directly via the 5G router so that the manufacturer’s customer service
can carry out the fault diagnosis immediately online. Then, remote maintenance or
(AR) assisted repairs can be performedwithout further delay. For craft businesses and
SMEs, this approach could result in shorter downtimes and lower maintenance costs.
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Fig. 4 Management of data connections to PLCs

5 Conclusion and Future Work

Many small companies could benefit from adopting 5G. However, the lack of knowl-
edge and practical experience slow down the adoption of the new technology by
craft businesses and SMEs. The implemented 5G test bed is specifically designed for
developing and demonstrating use cases that are relevant for these types of compa-
nies. This allows them to gather hands-on experience with 5G and helps them with
the adoption of 5G into their value chain. The test bed in combination with training
courses and seminars also enables a steady transfer of knowledge between the cham-
ber of crafts and the research institute on the one side and small and craft businesses
on the other. In the course of the project, the existing demonstrators (like robot con-
trol or (AR) applications) will be expanded further. Additionally, new ideas for other
possible showcases shall be developed and implemented in close cooperation with
the chamber of crafts and interested companies.

New features of 5G (e.g., network slicing or mmWave technology), which will
gradually be introduced and implemented in the near future, shall also be taken into
account and showcased in relevant scenarios. For example, the mmWave technology
enables precise indoor localization services, which could be used for autonomous
transport systems. The accuracy will increase from currently about 20 meters in the
sub-6GHz band to one meter using mmWave.
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Cryptography in Latvia: Academic
Background Meets Political Objectives

Rihards Balodis and Inara Opmane

Abstract Thepaper introduces theCryptographyDigital Ecosystemconcept andde-
scribes the rationale for its implementation. The authors have developed an ecosystem
deployment manual and the paper indicates the tasks from the manual for the prac-
tical implementation of cryptography solutions in the country. Identified tasks have
been analytically developed based on wide analysis of public literature regarding
the development of quantum encryption solutions and adequate compliance with the
solution requirements.

Keywords Cryptography · Digital ecosystem deployment · Information access
regulation · Quantum cryptography · Quantum key distribution (QKD).

1 First Section

1.1 A Subsection Sample

An important research topic in the Centre for Quantum Computing Science
of the University of Latvia is quantum computing: the theoretical aspects of
quantum in-formation including quantum algorithms, computational complexity,
communications, and cryptography.

As solutions of the practical application of quantum computing are in the near
future, the strategy of the Institute of Mathematics and Computer Science of the
University of Latvia (IMCS UL) is to use quantum technologies that can be applied
now and immediately.

The activity of IMCS UL was concentrated in quantum communications and
encryption (quantum encryption) applications (taking into account the institute’s
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previous experience in the introduction of the internet in Latvia and the partnership
with GEANT since 2000).

IMCS UL started the development of quantum cryptography research topics in
Latvia in 2019. The works were initiated with the purchase and operational testing
of Clavis 3 from ID Quantique (www.idquantique.com). In order to develop the
researchof quantumcryptography at the institute, close research cooperationhas been
established with industry: the “Latvijas Valsts radio un televı̄zijas centrs” LVRTC
(www.lvrtc.lv), mobile operator LMT (www.lmt.lv), telecommunication company
TET (www.tet.lv), and the Electronic Communications Office of Latvia (www.vas
es.lv). Currently, QKD technology has been tested in LVRTC and LMT fibre infras-
tructure. IMCS UL now implements the European Regional Development Fund
project “Applications of quantum cryptography devices and software solutions in
computational infrastructure framework in Latvia”.

In the paper, authors describe the topics and tasks for deploying a cryp-
tography digital ecosystem. Attention is devoted to descript methodologies and
recommendation links in WEB that can contribute to establishing a quality of
ecosystem.

2 Cryptography

Information plays a decisive and comprehensive role in our society. We need to
obtain, transmit, and process information, but at the same time we also need to deny/
hide access to information. Why access to data in the digital environment must be
hidden:

• data has value and must be managed in order to use it for certain purposes;
• data has the privacy characteristics/rights of a person/organization;
• data availability ensures the security of the functionality of the digital envionment.

In a digital environment, access to information can be denied by locking infor-
mation processing equipment (computers), for example, physically or using pass-
words. But data cryptography/data encryption (encryption) technologies are most
widely used to control the availability of information. Encryption is a mathematical
function that uses a secret value—a key that encodes data so that the information can
only be read by a recipient who has access to that key. Encryption provides adequate
protection against unauthorized or illegal data processing.

Information is encrypted and decrypted using one secret key (password).
The two main types of activity that require evaluating the use of encryption are

da-ta storage and data transmission over physical data transmission networks.
Three cryptographic methods are used—using a secret-key or public key or a hash

function solution.
The concept of cryptography, without delving into the nuances of modern

cryptography, is essentially synonymous with the concept of coding, encryption,

http://www.idquantique.com
http://www.lvrtc.lv
http://www.lmt.lv
http://www.tet.lv
http://www.vases.lv
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which ensures the transformation of information understandable to a person into its
unintelligible content (unintelligible nonsense).

Modern cryptography can only be developed through the interaction of a large
number of technical disciplines and it is also necessary to provide solutions related
to data confidentiality, data integrity, and authorization [1].

3 Cryptography Versus Cybersecurity

The concepts of cryptography and cybersecurity are closely related and their differ-
ence lies in the nuances. Cybersecurity refers to the process of ensuring data secu-
rity, while cryptography is one method of protecting sensitive information. However,
cybersecrity and cryptography are two terms that should not be used interchangeably.
The difference between the terms is visible in Tables 1 and 2.

Cryptography in everyday life includes several scenarios where the use of cryp-
tography facilitates the provision of a secure service like email and file storage by
using Pretty Good Privacy (PGP) freeware.

Five everyday uses of cryptography are as follows:

• encryption of company devices
• provision of e-mail communications
• protection of sensitive company data
• database encryption
• providing a WEB site.

Table 1 Cryptography versus cybersecurity concept

Cryptography Cybersecurity

A system used to encrypt/decrypt data that
cannot be understood by unauthorised users

The task refers to various measures taken by
institutional organisations to detect and prevent
malicious activities on networks or digital
devices

A method of restricting access to information
by unwanted persons. The encryption code and
method is confidential

The method is not always effective in curbing
cybercrime, as attackers can still bypass weak
security systems

Technology used to improve cyber security A set of activities where cryptography is only
one option

Cryptography mitigates cybercrime using
special technological solutions

Cybersecurity means maintaining specific
procedures to ensure data security

Technology involves an aspect of personal
knowledge, as the sender and recipient know
each other’s identity and are often familiar with
the technological tool being used

Cyber security is not personal because its
security policy is applied to a wide contingent
of users
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Table 2 Cryptography and cybersecurity origins

Purposes of Cryptography Cybersecurity

Authentication Sender and receiver know each other’s identity. They
both know how to encrypt/decrypt the message and understand the
intent of the message
Integrity Data is securely stored and securely transmitted as no other
user can access it. No other party can decipher the code and use or
change the information
Confidentiality An unauthorised user cannot understand the content
of the data
Liability in system actions or their origin. The perpetrator can then be
held responsible for the offense
Non-repudiation provides external evidence that the sender of the
information is provided with proof of delivery, and the recipient with
proof of the identity of the sender, so that later no one can deny that
they have processed the information

• Network security
• Data security
• Application security
• Security of mobile
digital devices

• Cloud computing
security

4 Cryptography Digital Ecosystem Concept

“The digital ecosystem concept is designed to be similar to the existence of a natural
ecosystem and has properties such as self-organisation, scalability and sustainability.
Digital ecosystem deploymentmodels are based on knowledge of natural ecosystems
and the term is used in the computer and entertainment industries” [2].

In literature, you can find different ecosystem establishing models—on the basis
of business relations and services [3] we find ecosystem models in higher education
[4], but we deploy a Cryptography Digital Ecosystem model in connection with ICT
cyber security and cryptography as a central technological solution for ICT security.
The concept ofDigital Ecosystem introduction started in 2000 at theWorldEconomic
Forum [5].

We follow the principles set forth by the World Economic Forum:

• “The digital renaissance and the global digital ecosystem”.We draw parallels with
the European Union (EU) Digital Europe Program 2021–2027 (DEP) [6].

• “Putting people at technology’s heart”.We drawparallelswith ICT security priori-
ties for everyone and everywhere, quantum computing and classical encryption
col-lapse.

• “Partnership needs”, we draw parallels with wide technology use and we indicate
the cryptography technology belonging to General Purpose Technology line [7].

• “Sustainability”, we draw parallels with DEP as an activity provider.

We define the digital ecosystem vertically (ecosystem status, in our case: EU level
or national level) and horizontally—defining the boundaries that include technology
(cryptography, in our case: ICT security and cryptography as a practical instrument
for security needs).
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5 Cryptography Digital Ecosystem Deployment Model
Rationale

Let’s introduce the facts that underpin the deployment of a digital ecosystem of
quantum cryptography. Quantum cryptography is in EU development strategy with
high priority.

5.1 QKD National Backbone Deployment

The Objective of the European Commission Digital Europe Programme (DEP) is the
wide use of innovative technologies for igitalization of social life. DEP provides
funding for projects in supercomputing, artificial intelligence, cybersecurity and
advanced digital skills.

In this paper we will focus on cryptography, quantum cryptography and quantum
communications as one of the methods to insure cyber security.

It can be considered that research in quantum computing with high priority in the
EU started with the Quantum Flagship initiative launched in 2018. Research fields
of this initiative cover fields of quantum computing, quantum simulation, quantum
communication, quantum metrology and sensing core applications.

In 2019 European Union (EU) countries signed a declaration to explore together
and deploy a quantum communication infrastructure (QCI) within the EuroQCI
initiative.

In 2022 the European Commission announced three Calls as part of the initiative:

• Deploy advanced national QCI systems and networks;
• Create aEuropean Industrial Ecosystem for SecureQCI technologies and systems;
• Coordinate the first deployment of national EuroQCI projects and prepare the

large-scale QKD testing and certification infrastructure.

In thisEuroQCI initiative, partners fromLatvia (LVRTC, IMCSUL,TET,VASES)
have presented Project LATQN and received a European Commission grant for the
development of a national QKD (quantum Key Distribution) network back-bone as
secure/restricted networking part and deployment of public QKD backbone part.

5.2 IPCEI on Next Generation Cloud Infrastructure
and Services (IPCEI-CIS), Secure Priority

The European Commission’s Strategic Forum for Important Projects of Common
European Interest (IPCEI) initiative of DEP foresees contribution to economic
growth. IPCEI projects are currently in the evaluation phase at the European
Com-mission and at the second national phase.
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IPCEI-CIS aims is to create a common cloud and edge infrastructure and its asso-
ciated smart services for the future. IMCS UL’s interest is directed at secure Cloud
solutions, based on cryptography/quantum cryptography solutions.

A national consortiumwas created for the application of the project to the Europe-
an Commission Call, which, during 2021, entered into an international partnership
withOneFiber, Proemptor EC, andEngineering Ingegneria Informatica S.p.A. during
the discussions organised by IPCEI. The current European Commission assessment
of the joint document prepared by IPCEI can be found in IPCEI Annex 4, Chapeau
Text on 31 March 2022.

The topic offered by Latvia within the framework of IPCEI was reduced to the
pro-ject “Data protection, availability and processing solutions in next generation
cloud infrastructure and secure communication technologies”.

The objective of the project is to integrate quantum technologies into existing hard-
ware and software infrastructure for CLOUD solutions. Also, the goal is to develop
technologies for working with high entropy QKD and QRNG for their application
in classic cryptographic engines, including integration into network equipment, thus
allowing them to create a combined and fully functional solution that creates and
maintains encrypted data transmission channels between remote objects with quan-
titatively synchronised keys, guaranteeing protection against information disclosure.
IPCEI partners are also planned to be involved in the testing of the developed solu-
tions. The project aims to provide the first industrial-scale solution for the integration
of quantum devices in cloud and edge infrastructure and for shared access to QKD
and entropy services.

The project’s envisaged activities:

• integrate quantum technologies into existing hardware, software and infrastruc-
ture solutions; integrate post-quantum solutions into existing protocols; develop
SDN OSI layer 2 business continuity; develop self-synchronising SDN channels

• integration of entropy as a service into existing communication networks and
de-vices

• develop and integrate post-quantum secure solutions

Our project’s subtopics is conceived as part of the IPCEI macro-project “Next
Gen-eration Europe Cloud”. The goal of the macro project is to develop unique
software that will connect data centres across Europe and allow easy management
of cloud resources and thus create a unified cloud.

Annex 4, Chapeau Text document includes subtopics:

• OneFiber andMacro project “X-Mesh: Application-Aware Edge-to-Cloud Stack”
aims to define, validate, and document Quantum cryptographic technologies in
the X-Mesh demonstrator, develop quantum cryptographic technologies that inte-
grate into existing hardware infrastructure solutions, Application/Development of
Aware Cloud Edge Infrastructure and usage patterns is developed on open usage
plat-forms.



Cryptography in Latvia: Academic Background Meets Political Objectives 149

• The project “Software Defined Europe Wide Area Network” and the company
“Pro-emptorEC”develop, build and integrate quantumcryptography technologies
in SD EUWAN.

• The “Green Cloud Edge Federated Infrastructure” project of Engineering Ingeg-
neria Informatica S.p.A. integrates container network interfaces with quantum
cryptog-raphy technologies QKD, QRNG, Entropy-as-a-service.

5.3 IPCEI on Microelectronics Secure Priority

Objectives of microelectronics projects address to electronic equipment for infor-
mation exchange with decision making (“Think”) properties.

Latvia mobile operator LMT (www.lmt.lv) participates in this initiative with the
following ICT security development solutions:

• Highly secure quantum-based security systems based on Q-RNG;
• High-bandwidth, low-power consumption and secure next generation optical

transceivers;
• Solution for 5G data connectivity devices.

IMCS UL as a national research partner takes part in those activities.

5.4 Is Cryptography a Widely Used Technology?

Technology is the application of research knowledge to practical aims.
Widely used technologies offer invention of a new product or process, application

of the invention and multiply of this ideas [8, 9].
With the growing importance of cyber security, the widespread use of cryptog-

raphy in technological platforms and security solutions is predicted.

5.5 General Purpose Technology (GPT) Line

Economists Richard Lipsey and Kenneth Carlaw introduced the term GPT [7].
The authors of the article have already analysed GPT in Latvia in 2008 [11].
If we analyse technology, it is important to understand howmuch it has an impact

on society and how widely it is used. Now we value cryptography.
A general purpose technology always is associated with extensive use of inno-

vative methods. Electricity and information technology (IT) are examples of GPT
[10, 12].

Many authors recognise the internet as GPT. Blockchain can be recognised as the
latest General Purpose Technology. See for example, the opinion in [13].

http://www.lmt.lv
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6 Cryptography Digital Ecosystem Deployment
Framework

The digital ecosystem concept strongly relates to society’s needs. Development of
national level digital ecosystem frame limits are influenced by society, the political
and economic system of the EU. The information we have provided, in our opinion,
shows that the development of cryptography in Europe and Latvia has been widely
evaluated and can be predicted to be widely used in the future.

The development of a large digital ecosystem depends on decisions made and
fund-ing tenders announced. As a rule, the creation of a national digital system
is based on several (many) participations in tenders, funding sources and several
technological components. We believe that the national eco is created iteratively and
is actually based on the evaluation of the EU society in advance, taking into account
political and economic decisions.

7 Digital Cryptography Ecosystem Development Manual

The goal of themanual is to show, evaluate, summarise and predict the recommended
uses of cryptography in the digital environment of Latvia. Also, the purpose of the
manual is to recommend solutions/tasks and methodical approaches to the use of
cryptography with the aim of improving IT security in Latvia. The content of the
manual is divided into three sections with the following topics:

• Cryptography for us in everyday life: daily data privacy usage scenarios, customer
survey;

• The readiness of the Latvian industry to implement cryptography, quantum cryp-
tography platforms—from interviews of industry partners to solution projects;

• Technological aspects of cryptography: cryptography in communication networks
and data processing protocols.

The design idea of the manual is borrowed from ENISA (https://www.enisa.eur
opa.eu/). Since 2013, ENISA has published an annual document whose task is to
provide the reader with summary news about the cyber security situation. In a
similar way, the authors of the manual want to establish an overview of the use
of cryptography as the main solution for ensuring cyber security for the Latvian
public.

ENISA has accumulated rich experience in the preparation of such a document
over many years and has formalised the document preparation process by preparing
a methodology intended for action [15].

ENISA provides recommendations in the field of cyber security, but we, with
the manual, focus more on one of the components of the implementation of cyber
capability–cryptography.

https://www.enisa.europa.eu/
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The manual is prepared based on ENISA’s recommendations and publications,
however, the content presentation style is different. Our manual is more general
and it is based on the above-mentioned approaches that are changing the content
presentation style from “landscape” to “point of view” and “state of the art”.

8 Cryptography Digital Ecosystem Development
Objectives/Tasks/Topics Identified in the Manual

The list of ecosystem deployment strategy must cover a wide range of objectives/
tasks/topics:

1. Information access regulation, EU (international) level, society
• EU (international) information encryption regulatory principles: may/may not,

must be decoded upon request
• Laws in Latvia: openness, protection, reuse of public information
• Information encryption and human rights
• Scenarios for everyday work in the digital environment when deciding to use

cryp-tography, EU regulation reflection to society in Latvia
• eIDAS on electronic identification and trust services

– Electronic signatures
– Website authentication certificate (different from an electronic signature or

seal certificate)
– Electronic seals
– Electronic time stamps
– Registered secure electronic services
– Registered secure electronic service certificate

• Passwords for data protection
• NIS directive about network and information systems security
• General Data Protection Regulation and data anonymisation.

– Several anonymisation solutions are distinguished

Deterministic pseudonymisation – the same pseudonym is always used for
the same data;
Case pseudonymisation in the document – using the same pseudonym for
the same data only within the framework of the document;
Completely random pseudonymisation – always using a different
pseudonym for the same data.

– Technology: nickname generator, Counter/Random number/Hash function/
HMAC/Encryption

• State registers, public data, geospatial data, databases, internet
• e-mail and encrypted attachments
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• Secure web service usage scenarios
• Backups
• Cloud computing
• Regulation enforcement monitoring in ecosystem

– National surveys
– Analytical compilation of findings of international surveys

2. Industry readiness to implement cryptographic platforms
• QKD technology testing in real (LVRTC and LMT) fibre infrastructure
• EuroQCI tendering
• Establishing of the national QKD backbone

Public sector
Secure government sector

• IPCEI cloud secure applications, tendering
• Education and research projects
3. Technology development
• Study on the use of cryptographic techniques in Europe

– ECRYPT, http://www.ecrypt.eu.org
– ECRYPT II EuropeanNetwork of Excellence inCryptology – Phase II, H2020
– Crypto Service Gateway
– Study on the use of cryptographic techniques inEurope, ENISA, 2012. Survey,

2014

• QKD networking (distance, key exchange rate)

– Point-to-Point networks
– Multiusers networks

• Quantum cryptography at the communication standard OSI levels

– ADVA Layer 1 security solution
– Layer 2 security
– THALES Layer 2 and 3
– Idquantique Layer common solution

• Priorities in quantum technology research in the EU FP7, H2020 and DEP
DIGITAL programs, ENISA research settings (years 2016 and 2022)

• Cyber security (meaning including cryptography) in the curricula of Latvia
lassifyies

• Term “Cryptography engineering”: cryptography technology aspect
• Standardisation in cryptography (ETSI, ISO, NIST)

– EU Rolling Plan for ICT Standardisation 2020
– Migration of cryptographic solutions to PQC, PQC and NIST

• PQC Maturity Assessment Model

http://www.ecrypt.eu.org
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• Cryptography strategy in the institution, risk management, good practice (crypto
policy)

• Checklists

– Software security requirements checklist
– Checkpoint checklists for Microsoft, Azure Security Best Practices
– TheUniversity ofToronto checklists for cryptography and information lassify-

cation and protection
– Checklists: SANS, Amazon (AWS), Microsoft (Azure), Google (GCP)
– Security checklists for system requirements
– Checklist for the cryptography designer at the institution
– Checklist when hiring a cryptography specialist.

9 Conclusions

1. The authors promoted the national cryptography digital ecosystem deployment
concept. In the view of the authors, this corresponds to DEP on QKD national
backbone and international connectivity of these backbones.

2. Developed an example of national ecosystem readiness concepts.
3. Proposed a cryptography digital ecosystem deployment concept, that includes

analysis of networking protocols, QKD networking, and QKD in OSI layer
protocols.
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Exploring Out-of-Distribution in Image
Classification for Neural Networks
Via Concepts

Lars Holmberg

Abstract The currently dominating artificial intelligence and machine learning
technology, neural networks, builds on inductive statistical learning processes. Being
void of knowledge that can be used deductively, these systems cannot distinguish
exemplars part of the target domain from those not part of it. This ability is critical
when the aim is to build human trust in real-world settings and essential to avoid
usage in domains wherein a system cannot be trusted. In the work presented here,
we conduct two qualitative contextual user studies and one controlled experiment to
uncover research paths and design openings for the sought distinction. Through our
experiments, we find a need to refocus from average case metrics and benchmarking
datasets towards systems that can be falsified. The work uncovers and lays bare the
need to incorporate and internalise a domain ontology in the systems and/or present
evidence for a decision in a fashion that allows a human to use our unique knowledge
and reasoning capability. Additional material and code to reproduce our experiments
can be found at https://github.com/k3larra/ood.

Keywords Trustworthy machine learning · Explainable AI · Neural networks ·
Concepts · Out-of-distribution

1 Introduction

Digitalisation influences all parts of society and central in this transformation resides
artificial intelligence (AI) andmachine learning (ML), technologies with roots in nat-
ural science and, as a consequence, a third-person objectivising stance [1]. Research
in the area then inherits values that are concerned with average case metrics in the
form of ground truth, optimising class probability, minimising bias in training data
and mitigating consequences of data drift. This approach, useful when the target
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Fig. 1 Why is this image classified as a Tiger by a ResNet50 model? The exemplar classified is in
the centre; it is flanked by two saliency maps on each side, maps that each accentuates some aspects
of internal knowledge representations deemed as important for the classification by theXAI-method

domain is static and well defined, is not well suited to promote decisions1 actionable
in a non-static real-world context [2]. These ML/AI systems are information pro-
cessing systems that due to their complexity become black boxes [3] that promote
decisions without presenting reasons in a human-understandable form. Answering
a how-question, by associating inputs to an ML-system with a promoted decision,
compared to, answering a why-question, actionable in the real world, are two very
different challenges. In later years, negative consequences related to this information
processing approach, void of reasoning and understanding, have become increasingly
apparent [4, 5].

This paper focuses on inductive statistical learning approaches used in the cur-
rently dominating ML technology, neural networks. This is a technology that can
learn from raw input data in the form of images, sound or text [6]. In this ML/AI
approach, knowledge priors embedded in the system originate primarily from the
selection of labelled training data. Our focus is on classification tasks for images pic-
turing mundane visual objects, a setting in which the strengths and weaknesses of the
ML-system are less obscured compared to a more demanding domain. We thereby
construct a setting in which a human with domain knowledge can be expected to
assess reasons for a decision presented by the ML-system and therefore over time
and usage build trust and knowledge concerning the system’s strengths and weak-
nesses [7].

Our goal with this research is to go beyond average case metrics towards explana-
tions for singular classifications and investigate if and in what way available explain-
able artificial intelligence (XAI) methods are useful when the goal is to understand
and evaluate a promoted decision’s validity. Central to this quest resides an ability
to identify out-of-distribution exemplars. Building trust in an ML-system depends
on the ability to answer: ‘Not able to generalise for this exemplar’, instead of, for
all exemplars, present a class probability. By selecting a mundane domain and a few
carefully selected images, we compare and discuss the limitations of several state-
of-the-art pretrained neural networks and a number of XAI-methods (see Fig. 1).
Our research focus is not on the technology as such, instead, it is to constructively
uncover limitations related to the usage of neural networks and thereby discuss gen-

1 Theoutput fromanML-system in the formof classification, recommendation, prediction, proposed
decisions or action.
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erative directions that aim at building ML-systems that can produce, not only a label
but, evidence for a decision actionable in a target context.

In the study, we find that a clearer distinction between labels promoted by the
system and concepts, the human mental representation they refer to, is a generative
way forward. Surrounding the neural network with a theory that can be used to
identify o.o.d exemplars combined with an ontology for, the concept the label refers
to, the subordinate concept is central for an ability to produce actionable explanations.
Research directed towards concept learning and XAI-methods exposing subordinate
concepts is a promising path forward, a path that can build on generalisable and
well-defined concepts like basic shapes and patterns.

In the background section that follows, we present theories related to explana-
tions, inductive statistical learning and concepts. This is followed by a section on the
methodological approach leading to our study results. The article ends with a discus-
sion section that contextualises our findings. We then end the article by concluding
the results.

2 Background

Humanunderstanding of natural phenomena builds on the uniformity principlewhich
implies that instances of which we have no experience must resemble those we had
experience from [8]. The uniformity principle cannot be justified from a scientific
perspective and we, therefore, need to define non-inductive reasons to classify an
explanation as scientific. To be scientifically valid, we need a theory that allows for
deductive reasoning that consequently can be used to predict future events without
relying on induction. This is then important formachine learning, based on induction,
since without the ability to falsify the system and scientifically explain decisions,
there is no demarcation between these systems and pseudoscience.

To define an explanation, we use Hilton’s [9] definition that states ‘the verb to
explain is a three-place predicate: Someone explains something to someone’. A def-
inition that focuses on explanations as a conversation between the explainer and the
explainee. Additionally, the need for an explanation in a human context is often trig-
gered by an event that is abnormal or unexpected from a personal point of view [10–
12]. Research in explainable artificial intelligence (XAI) [13–18], on the other hand,
is less concerned with who gives the explanation, to whom it is given or why it is
needed [19] and has, in comparison, a more objectivising decontextualised stance to
explanations.

In algorithmic ML, a theory is used to select an algorithm that can encompass the
phenomena in question and, basedon the assumptions and limitations of the algorithm
selected, define the domain wherein predictions are valid. A neural network, instead
of using a preselected algorithm, forms internal knowledge representations during
training based on the tension between training data and labels.

In this work, we denote all human knowledge added to the ML-system as knowl-
edge priors. For a neural network, knowledge priors are mainly added by network
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architecture, domain selection and input data selection. Neural networks then build
internal knowledge representations from raw data (images, sound or text) and labels;
the function used for prediction is then created in an inductive statistical manner by
exposing the neural network to a large amount of training data [6]. If the training
data and the labels are incalculable, the consequence is a non-transparent system [3].

The often assumed prerequisite for neural network training is that data and labels
are independent and identically distributed (i.i.d), a presumption that is very chal-
lenging to fulfil in a real-world setting [20]. Exemplars consisting of data not part
of the intended target domain are in our work denoted as out-of-distribution data
(o.o.d.). A consequence of the inductive learning process is that o.o.d. data cannot be
identified as external by a neural network, in line with the uniformity of nature princi-
ple. This since the network, cannot, without human help, identify the domain borders.
It is then, in a classification problem, not possible to identify new classes; instead,
the class probability for a promoted decision reflects some aspect of similarity with
existing classes.

Concepts are central to human reasoning and essential for our ability to gener-
alise. We use and need them to explain and make predictions about new objects and
situations [21, 22]. Humans’ beliefs, related to concepts and their properties, can
be both false and incomplete and, additionally, contain both causal and descriptive
factors [23]. A traditional approach used to search for a precise definition of concepts
is to specify them as necessary and/or sufficient [22, 24]. This approach is used in
machine learning both in experimental research [25] and to underpin representation
learning [26]. To exemplify, the concept of ‘elephant’ can be described using neces-
sary subordinate concepts shared with many animals, for example, ‘four legs’, ‘eyes’
and sufficient subordinate concepts, for example, ‘elephant tusk’. Sufficient and nec-
essary subordinate concepts are those that on their own can be used in classification,
for example, ‘elephant trunk’ (‘elephant tusks’ are sufficient for classification but not
necessary since not all female Indian elephants have tusks). Spurious correlations are
relationships between the proposed decision that are prone to change when a system
is deployed in a real-world context [27]. For example, if all elephants are pictured
close to ‘watering holes’, this concept can wrongly be seen by the ML-model as a
necessary concept. In one part of our study, we investigate the usefulness of spurious
correlations and sufficient and necessary concepts since human insights here can
help to identify limitations in the training data in relation to the deployment domain.
In later research, classification of concepts by the use of necessary and sufficient is
replaced by prototype theories implying a somewhat looser definition to avoid con-
tradictions and instead define a concept as central tendencies of the phenomena in
question [22]. In this work, we use the notion of labels synonymous with referents,
prediction, promoted decisions and classifications, and we differentiate them from
concepts that we define as the human mental representation referred to by a label. In
this article, the writing context clarifies if we refer to a label or a concept, but, when
we find it important to make a distinction clear, we surround the label with double
quotes and the concept with single quotes.

In recent years, there has been a surge in XAI-methods [16, 28], but there are few
user studies evaluating these methods in a real-world context [29]. For our study, we
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have selected bothXAI-methods that areML-model independent, likeOcclusion [30]
and those that focus on internal knowledge representations in neural network lay-
ers closer to the promoted decision, two Gradient-weighted Class Activation Map-
ping (Grad-CAM) [31] methods and a SHapley Additive exPlanations (SHAP) [32]
method, as well as one method, integrated gradients (IG) [33], that weighs activa-
tions over all layers in a neural network. XAI-methods, in their original papers, are
often presented with best-case performance examples and their usefulness can even
be questioned [34]. We are then interested in using the methods to evaluate their
usefulness when the goal is to identify o.o.d exemplars. For the studies we selected,
on ImageNet-1K [35], pretrained models2 both for our initial qualitative study and
for the controlled experiment in which we compare eight models.

3 Methodology

We set up a targeted case study [36] to explore some alternative approaches that
ML/AI systems can use to communicate reasons for decisions with humans. Our goal
is to put the technology and not humans on the test bench and ask questions related to
which research paths are feasible to make this technology useful if the goal is human
understanding related to singular classifications. One of our studies investigated if
the notion of sufficient concepts, necessary concepts and spurious correlations can
be useful as an analytical tool to categorise areas in images accentuated by the XAI-
methods and thereby underpin understanding. In the second study, we investigated if
we can rely on a human intuitive understanding of the XAI-methods explainability
capabilities. In both cases,we selected images picturing non-abstract concepts clearly
visible in the images (animals and headgear). The studies mixed, for the ML-model
and humans, harder-to-identify objects with easier ones and a few images pictured
more than one object (see the accompanying website). We selected images picturing
objects predicted with class probability around 50% so the probability would not
take precedence over the XAI-methods. The study participants were not told which
classes the system could recognise, they only got information related to the domain
they could expect, animals or headgear.By this approach,weaimed towards exploring
the usefulness of the XAI-methods combined with classification metrics to identify
o.o.d. exemplars in a mundane domain.

Our third study aims towards a more objective study comparing the behaviour
of pretrained models in relation to a specific concept: ‘sorrel’. In this controlled
experiment, we investigate if pretrained ML-models are aligned in their predictions
and if areas in the image are, by the model agnostic XAI-method Occlusion, denoted
as equally important between the models. We selected ‘sorrel’ as a typical human
non-abstract concept that additionally is represented as a class in ImageNet-1K. By
doing this, we can concretise a discussion on what we can expect, and not expect,
from classification systems deployed in a real-world context.

2 https://pytorch.org/vision/stable/models.html.

https://pytorch.org/vision/stable/models.html
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Fig. 2 Examples of the diverse visual languages used in XAI-methods. The original image and
predictions are placed in the middle, flanked by different XAI-methods

We are aware that ImageNet-1K is part of a competition to optimise average case
metrics (ILSVRC [35]); still, we find it useful to discuss singular classifications for
these ML-models since the models are a blueprint for models deployed in real-world
settings. By focusing on these, from an average case perspective, state-of-the-art
ML-models, we aim at illuminating deficiencies that follow an objectivising stance.
Our focus is based on a human in command relation to AI/ML and, consequently,
a focus on subjective understanding [37]. XAI, to be useful, needs as a minimum
to function as a trustworthy tool for our selected group of younger persons with
IT-related education, if we are to expect them to be useful for other groups. One
important ingredient, that we focus on via o.o.d, is a system where it is humanly
possible to evaluate if a classification makes sense and can earn a user’s trust.

By using well-known datasets, a coherent XAI-API,3 pretrained models and pub-
lished code, our aim is to make our study reproducible, and thereby, our results
generative for similar studies. For the two user studies, we created a website that
used a pretrained ResNet50 network, a model with a reasonably low error rate (@1
is 76.1% and @5 92.9% on the ILSVRC [35] challenge). Each study consisted of
web pages the participant could navigate back and forth between. On each page, one
image pictured an object and a prediction together with the possibility to choose an
XAI-method to investigate. A form to collect more structured answers was placed
under the images accompanied by free text fields. After the study, the participants
were asked to summarise their understanding of the ResNet50-models overall capa-
bilities related to the domain in question. By keeping many parameters constant,
we aimed towards a controlled experiment [38] and semi-structured interviews [39].
For the user studies, we selected, by convenience sampling, ten participants from
IT-related education at the bachelor level. The age span was 20–40 years, and 40%
of the participants were women. Except for collecting the form data from the web-
site, we interviewed six of the participants in half-hour sessions. The studies were
discontinued when we found that they saturated.

The XAI-methods selected, in their original implementations, use a diverse and to
some extent incompatible graphical language. For example, Grad-CAM images are
often visually appealing compared to gradient-based methods (see Fig. 2). Differ-
ences lay partly in the colour schemes used and if the visual explanations are overlaid

3 https://captum.ai/.

https://captum.ai/
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on the original image. Grad-CAM uses, in the original implementation, colour gra-
dients from blue to red to indicate areas that increasingly influence the prediction.
Other methods use red colour to indicate areas that influence the attribution nega-
tively [25]. These diverse visual explanation languages are then not comparable and
each of them needs to be explained to be understood. We discussed, in our research
team,what a negative attribution implies and came to the conclusion that it is not intu-
itive and its usefulness for our experiment can be questioned. The main reasoning is
that negative attribution for one class implies that it is more positive for an unknown
amount of one to many of the other 999 classes, thereby opening up for complex
contrastive speculations. Instead of adding to the complexity more than needed, we
decided to focus on identifying subordinate concepts that can be associated with the
promoted decision, whether the prediction is perceived as correct or incorrect by the
user. Based on the reasoning above, we decided to use a coherent graphical language
for the XAI-methods and thereby increase comparability between the methods. In
the user studies, we presented two images, the original image with predictions and
another image with the selected XAI-method overlaid on the original image in black
and white and slightly opaque. We then used a bright green colour that contrasts
with the greyish background, and we let the opacity of the green colour indicate how
important a part of an image is for the promoted decision (see Figs. 1 and 3). We
also decided for Grad-CAM and Occlusion to use 7× 7 squares to make it easier to
reason about subordinate concepts.

For the third study, we only used Occlusion [30] since it is model agnostic and
therefore visualises the importance of each square in a fashion that makes it pos-
sible to compare the ML-models more objectively. The different architectures of
ML-models make it hard to use model-dependent XAI-methods to compare models
since they depend on how the internal knowledge representation is structured. The
method Occlusion can then be seen as more objective since it mechanically mea-
sures, somewhat simplified, how important individual squares in a grid, overlaid on
an image, are for a promoted decision, and we can therefore compare the focus for
the different models.

4 Result

In the first study presented below, more complex images picturing primarily animals,
whilst the second study has a more narrow focus on headgear. The third study com-
pares the agreement between eight pretrained models for predictions in relation to
the concept ‘sorrel’.
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4.1 Out-of-Distribution Using the Notion of Necessary
and Sufficient

One of our three studies investigated whether it is useful, for a human, to categorise
visible subordinate concepts in images picturing animals as necessary, sufficient and
the usefulness of the notion of spurious correlations. By using these notions we,
for this study, hypothesise that they can make it easier to identify o.o.d exemplars.
Concepts discussed here were then subordinate concepts to animal classifications,
as, for example, ‘watering hole’, ‘beak’ or ‘feather’.

Themethods Layer Grad-CAM andGuided Grad-CAMwere in the study deemed
as the ones that resemble a human approach closest and thus were then denoted as
most useful. For example, a somewhat non-sharp image picturing a type of lizard
‘komodo dragon’ that is among the ImageNet-1K classes was by the ML-model
erroneously classified as a type of snake with 24% class probability (see central
image in Fig. 2). In this case, the XAI-methods were useful since drew attention
to the form of the tail as a possible reason, that for a human, can result in some
generalisable knowledge related to the ML-models behaviour. Another example:
since ‘horse’ is not one of the classes in ImageNet-1K, it is not possible to classify
for the ML-model. This was disclosed by two users that used the XAI-methods to
point towards reasons why ‘horse’ was erroneously classified as the dog bread “great
Dane” and thus drew the conclusion that ‘horse’ must be an o.o.d class (see Fig. 4
and below for discussions concerning horse and sorrel).

The study participants judged from their personal knowledge that the ML-model
predicted correctly for 60% of the images. In total, 64 images were assessed by the
participants. The perceived usefulness of the XAI-methods for the animal study is
presented in Table1. The fact that the study participants did not know which exem-
plars that were o.o.d was found to be confusion. For example, classifying a children’s
pool with three ducks as a drake is from a human perspective a questionable focus
but technically understandable, given that other classes related to ducks, pools or
ponds are not among the available classes. The use of necessary concepts, sufficient
concepts and spurious correlations can probably be useful but our results indicate that
the study participants need a theoretical base to make use of these notions. For the
majority of the users, this approachwas not seen as a useful path to better understand-
ing reasons for a promoted decision. Only one participant was cautiously positive,
but generally, the usage of this categorisation of concepts was seen as puzzling or
even uncomfortable since the notions are subjective, sometimes contradicting and
open for discussion.

4.2 Out-of-Distribution with Headgear

The other part of the study focused on amore narrowdomain ‘headgear’ and the seven
directly related classes in ImageNet-1K: ‘sombrero’, ‘cowboy hat’, ‘bathing cap’,
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Fig. 3 Part of the headgear study, visualising areas in images accentuated as important for a
promoted decision. The original image and predictions are placed in themiddle, flanked by different
XAI-methods

Table 1 The participant’s subjective and relative assessment of the usefulness of XAI-methods

Animal study Headgear study

XAI-method TP (%)+
FP (%)

TP (%) FP (%) TP+FP
(%)

TP (%) FP (%)

Occlusion 19 18 19 29 29 31

Guided grad-CAM 35 31 42 27 27 27

Integrated gradients 7 5 12 5 5 6

Layer Grad-CAM 38 45 27 36 38 32

Gradient SHAP n/a n/a n/a 3 2 4

TP (True Positives) denotes usefulness of XAI-methods for predictions perceived as correct. FP
(False Positives) denotes the usefulness of methods for predictions perceived as erroneous (The
participant could choose multiple XAI-methods for each proposed prediction)

‘crash helmet’, ‘bonnet’, ‘shower cap’ and ‘football helmet’. In this study, we did not
use any concept theory and instead relied on the participant’s intuitive understanding
of headgear-related concepts. This closer adheres to prototype theories and concepts
defined as central features of the phenomena in question [22].

The study participants judged that the ML-model predicted correctly in a little
bit more than half of the cases (55%). We found only a slight difference between
the perceived usefulness of XAI-methods for the classifications that were judged as
correct and those judged as incorrect. The perceived usefulness of the XAI-methods
for the headgear study is presented in Table1. In total, 115 images were assessed by
the participants. Examples of the perceived usefulness are, for example, related to an
image picturing a ‘stormtrooper helmet’ from the Star Wars movies that were clas-
sified as a “crash helmet”. This was for some users seen as correct since it resembles
a ‘crash helmet’ by the areas accentuated, especially by, Guided Grad-CAM. The
similarity in functionality was discussed by one user in that a ‘stormtrooper helmet’
most probable has a protective function but that particular participant also concluded
that the superordinate concept ‘helmet’ (not among ImageNet-1K classes) would fit
better. In this test, the participant became aware of missing classes, for example, that
a ‘top hat’ was classified as a “cowboy hat” (51% class probability), opened up for
these types of speculations. Other more general opinions were that the ML-model
seemed to be good at fabric for example ‘wool’ but also biased towards water-related
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Fig. 4 Five Occlusion saliency maps images at the top indicates with green colour shade the
positive impact that specific square has for the prediction. Red colour indicates that the square has
negative impact on the prediction. The colours are normalised and cannot be compared between the
images. Under the images, top 5 class probabilities for the eight models are presented

headgear (‘bathing cap’, ‘bonnet’, ‘shower cap’) especially when these were worn
by people (spurious correlation).

4.3 Comparing Models

In this part, we make a comparative analyse of predictions and XAI-explanations
related to an image picturing a black horse, an image that also was used in our first
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study. Using eight pretrainedmodels and themodel agnostic XAI-methodOcclusion,
we compare and discuss predictions from an o.o.d perspective. The predictions can
be seen in Fig. 4. The only model that does not predict sorrel as one of the top 5
classes (@5) is the model we used in Study 1 (ResNet50 V1). According to the
dictionary Merriam-Webster.4 sorrel has two definitions either, it is a light bright
chestnut-coloured horse or a plant with sour juice, typically common sorrel (Rumex
acetosa). These two different concepts, a type of horse and a group of plants carries
a wealth of knowledge that, we as humans, connect to our real-world knowledge.
For example, if a person is knowledgeable about horses, they will connect this horse
colour with the horse-breed quarter-horse and that this horse in Europe commonly
is denoted chestnut. And, of course, the cultural global-north discourse connected
to these labels and concepts can be taken into account depending on whom the
classification should be useful for. The type of plants denoted as sorrels similarly
follows a wealth of causal and descriptive factors that also can be contextualised.
In WordNet [40] (the taxonomy ImageNet is based on) semantic relations to sorrel,
additionally, adds a definition of sorrel as an adjective for a brownish-orange colour.
In this work, we lift out sorrel as an example of a concept that for humans, and
for the ML-models tested, is incomplete, contextual and contains, both causal and
descriptive factors [23].

Sorrel is among @5 for seven of the models tested and @1 for six of them (see
Fig. 4). For ResNet50, using W1 weights as in our first study, “sorrel” is not among
the five top predictions and the model instead generalises towards dog breeds. The
other models generalise towards sorrel for the black horse, and by studying the class
probabilities, we can hypothesise on training data distribution. The saliency maps
show that the ML-models focus on different parts in the image to classify the horse
as a “sorrel”. Therefore, our study participants in the first study concluded that horse
was not part of the target domain, even if the horse subordinate concept sorrel is. If
we would have used any of the other models, the participants would likely, if they did
not know what a sorrel horse is, incorporate that into their knowledge of subordinate
concepts connected to ‘horse’.

The plant-related concept connected to the label sorrel is not picked up by the
models and can be concluded to be an o.o.d. for the training data. If the eight models
are exposed to an image of the plant species common sorrel (see Fig. 5), it is classified
as ear (@1) by all models with a mean class probability of 55.7%. The label “ear”
is part of the training data using the plant-related definition ‘the fruiting spike of a
cereal (such as wheat or corn) including both the seeds and protective structures’.5

which is misleading since a common sorrel belongs to a different natural group than
plants with ‘ears’. The more common usage of the concept ‘ear’, as a hearing organ
for vertebrates, is not represented in the training data for the ImageNet class “ear”.

4 https://www.merriam-webster.com/dictionary/sorrel Accessed 5 Sep. 2022.
5 https://www.merriam-webster.com/dictionary/ear Accessed 7 Sep. 2022.

https://www.merriam-webster.com/dictionary/sorrel
https://www.merriam-webster.com/dictionary/ear
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Fig. 5 We exposed the ML-models for an image of a common sorrel with the above-presented
result. We can from the class probabilities draw the conclusion that the plant corn (that has ears) is
part of the training data since the models are biased in that direction

4.4 Concluding Remarks on the Studies

Our studies show that the usefulness of model predictions and XAI-method depends
on a human ability to compare the evidence exposed with the reality as perceived
subjectively by humans. In our setting there is not much to learn about the reality
for humans, usefulness resides in a deepened understanding of the ML-model’s
behaviour related to the domain exemplars belong to. These insights can then be
used to improve the ML-model and/or delimit its usage domain. It is also worth
noting that we in our two first studies measure perceived and relative usefulness in
relation to the other XAI-methods in the study. The only conclusion we can draw
is that, for these mundane images, some XAI-methods are perceived as better than
others, and it is hard to not distinguish what is objectively better from those perceived
as better due to confirmation bias. The lack of a taxonomy that relates concepts to
each other also becomes evident in the comparative study. Here, a closer integration
with WordNet [40] or a similar service could add further insights useful for a human
when predictions are analysed.Ourmain take-off fromour studies is that focusmoves
to the context in which the system is to be used and consequently what the question
was.
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5 Discussion

In this section, we use our results to discuss challenges in relation to actionable expla-
nations for singular image classifications. By adhering to falsification as a fruitful
research avenue, we aim to lay bare future research paths.

For the images used and the participants we selected, we found that the two
Grad-CAMmethods correlate better with human understanding than the other XAI-
methods in the study. The gradient methods were in our study deemed less useful
than the other XAI-methods. The methods and class probabilities taken together
made it possible for study participants to speculate on training data distribution, but
it is hard to draw concrete conclusions. We did, additionally, not find that the notion
of necessary and sufficient concepts and spurious correlations added any clarity. In
the light of our third study and Occlusion saliency maps produced by the different
ML-models, we draw the conclusion that the internal knowledge representations for
the ML-models are not aligned between the models and that we therefore cannot
expect more clarity for end users if we use other models.

It therefore becomes evident, even through a limited study like this, that these
systems lack a theory that can be used deductively. A theory covering, to the labels,
subordinate concepts combined with a theory that couples superordinate concepts to
the target context. Explanations in the decontextualised setting we constructed for
our studies can only give insights into strengths and limitation for the ML-model in
relation to the training data and not explain something to someone that is directly
actionable in a real-world context [9].

The flat output hierarchy of labels from the neural networks we used combined
with assuming independent and identically distributed training data adds to the com-
plexity we discuss. For example, in the studies involving the concept ‘sorrel’, we
elucidate that for humans, concepts are often incomplete, false and contain both
descriptive and casual factors [22]. In this study, we show that this complexity is lost
when the concept is reduced to 2d images and strings of characters. Additionally, as
a consequence, there is no logical reason that internal knowledge representations in
latent spaces and variables are aligned with, to a predicted label, subordinate con-
cepts. Consequently, we cannot expect these systems to create actionable explana-
tions, instead what we can expect, sometimes, is that they can help us draw attention
to correlations hard for humans to uncover with our senses. An obvious problem
is then that the correlations partly will overlap with human understanding of the
domain and that the internal knowledge representations in the neural network build
an alternative black-boxed ontology.

For a scientific field like biological classification, superordinate classes can be
used to delimit the target domain to avoid that a user expose the system to o.o.d
exemplars. When it becomes ethically trickier, like classifying within the people
sub-tree of ImageNet [41], the target domain, the training data and the labels need to
be synchronised. If these systems are out of sync with the context in, for example, a
transfer learning setting, they transfer internal knowledge representations that hide
norms and values fromone context to another. This can fromour study be exemplified
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with our ‘sorrel’ example that both populate our ontological understanding of the
concept and, to some extent, at the expense of other concepts. A more worrying
example is the work by Bender et al. [42] coining the concept of ‘stochastic parrots’
for large language models.

Research in the concept direction is increasingly attracting attention. For exam-
ple, instead of end-to-end training concept bottleneck models [43] are trained on
subordinate concepts that can be used in explanations. A related approach is concept
activation vectors (CAV)where user-defined subordinate concepts are defined by rep-
resentative exemplars and used to measure the label’s sensitivity for a subordinate
concept [44]. Another approach uses faultlines to identify (using Grad-CAM) and
remove or add, to the label, subordinate concepts and thereby underpin contrastive
explanations [45].

The bulk of the work mentioned above implies learning subordinate concepts
that in themselves are complex and therefore to a large extent move the challenge
concerning concepts so they, in essence, keep the challenge. Examples here are
evaluating health data [46] or classifying skin lesion [47] using complex subordinate
concepts. Other examples, related to our study, involve detecting subordinate concept
and combining them with deductive rules, for example, detecting spatial relations
between face parts to identify faces [48] or using self-organised decision trees to
classify images based on subordinate concepts like bed, sea or tree [49].

The research path we believe answers to recent research challenges, and that our
findings point towards, is learning basic concepts that can be defined objectively and
are widely generalisable, for example, basic shapes, colours and patterns. By using
these concepts as building blocks for explanations, more complex explanations can
be built. This since a combination of shapes, colours and patterns can be used to
build relatively complex explanations grounded in concepts that can be agreed on.
This leaves interpretation, reasoning and understanding implications to humans.

6 Conclusion

In this paper, we analyse the consequences of the inductive statistical learning process
that underpin knowledge creation in neural networks. The learning process used
implies that the systems cannot distinguish exemplars that are part of an intended
knowledge domain fromexemplars that are out-of-distribution. In our study,we focus
on image classification and local XAI-methods and show that reasons for a decision
have to be interpreted by a human with domain knowledge to be explainable. We
also find that XAI-methods used in our study produce vague and incoherent reasons
for a decision, reasons that additionally are open to different interpretations. When
we analyse the incoherence, using the notion of concepts, we find that we need a
better alignment between internal knowledge representations in the neural networks
and, to the presented label, subordinate concepts.
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For futurework, we suggest, using basic and definable concepts as building blocks
for AI/ML-produced explanations. Elaborate, colourful, precise and contextually
relevant explanations, that humans can produce, can then be traded for trustworthy
explanations.
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Robust GNSS/Visual/Inertial Odometry
with Outlier Exclusion and Sensor’s
Failure Handling

Bihui Zhang, Xue Wan, and Leizheng Shu

Abstract Improving the robustness of multisensor fusion state estimation is crit-
ical for applying these new techniques into practical applications. To this end, we
propose outlier detection and exclusionmethods for the visual data andGNSS data in
a tightly coupled, sliding window optimization-based GNSS/visual/inertial odom-
etry. To handle the complete failure of the visual data, we also propose a visual
termination and keyframe fast recovery strategy. Real-world tests with multipath
effect of GNSS signals and severe visual interferes are performed. Experimental
results show the effectiveness of our methods in improving the robustness of the
odometry, and increase of computation time due to the method are also analyzed.
Attached video of the tests is available at https://www.bilibili.com/video/BV19U4
y1q781?spm_id_from=333.999.0.0.

Keywords Multisensor fusion · GNSS · Visual · Outlier exclusion

1 Introduction

Localization is a key part of autonomous vehicle applications, such as autonomous
driving, urban air mobility, virtual reality and augmented reality.

Traditional positioning algorithms used for vehicles use an integrated system
combining an inertial navigation system (INS) and global navigation satellites system
(GNSS).

On the other hand, visual odometry, lidar odometry or radar odometry have been
popular research topics in recent decades. Normally, such a technique was proposed
for applications in simple scenarios. And it may not be robust enough for practical
application, where there may be challenges such as urban canyon scene, indoor-
outdoor transition and dynamic environment.
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To improve the robustness of the state estimation system, there are mainly two
ways.

Thefirst one ismultisensor fusion. These sensor fusionmethods have been popular
in recent years for the complementary properties provided by heterogeneous sensors:
the camera provides rich visual informationwith a lowcost in good lighting condition,
the inertial measurement unit (IMU) offers high frequency and outlier-free attitude
and acceleration measurement, but with accumulated error the GNSS provides a
drift-free localization in the global frame in opening areas with enough satellites in
sight, etc.

The second way is data handling methods. For the camera, there may be low
quality data caused by disturbance from dynamic object, textureless environment or
a poor lighting condition. For the GNSS, there has always been a major data problem
caused by the multipath effect, particularly in a deep urban area. The data handling
methods can be divided into two classes: data weighting and data exclusion methods.

The data weighting methods calculate weights for different sensors. Sensor’s
measurements with a large deviation from the model used would have a reduced
weight on the final result. Some popular data weighting methods are: the maximum
likelihood estimators (or M-Estimators) [1], Switchable Constraints [2], dynamic
covariance scaling [3] and max mixtures [4].

The data exclusion methods try to find a reliable subcollection of all the measure-
ments, in other words, eliminating the outliers. Some popular data exclusion tech-
niques are: rANdom sAmple consensus (RANSAC) [5], realizing, reversing, recov-
ering (RRR) [6] l1 relaxation [7] and receiver autonomous integrity monitoring
(RAIM) [8–10].

Generally, the data weighting methods mainly focus on improving the estimation
accuracy by finding themore reliable sensor’s data; while the data exclusionmethods
focus onpreventing the crash of the systembykicking out the bad sensor’s data,which
make it a more fundamental task.

At last, for the data handling methods in the multisensor fusion frameworks, there
have been various kind of techniques in previous works: Chiang et al. [11] use the
comparatively short-period INS navigation solution to monitor the lidar odometry
result and then use the lidar odometry result to monitor the comparatively long-
period GNSS position and velocity results. Liang et al. [12] use separate outliers
exclusion methods in radar, lidar and camera process in a loosely coupled error-state
extended Kalman Filter-based framework. Chu et al. [13] implemented a multi-
layer RANSAC scheme in the visual data processing in a tightly coupled fusion
EKF-based framework. Meng et al. [14] proposed a multiconstraint fault-detection
methods to suppress the GNSS outliers and false curves or points of the lidar by
using the RANSAC algorithm. Santamaria-Navarro et al. [15] try to achieve robust-
ness through redundant, parallel sensors and state estimators, then generate a smooth
state estimation by multiplexing the separated estimators, confidence tests for data
quality and algorithm health were also performed.

In this paper, we firstly study the data exclusion methods on the visual and GNSS
data in a tightly couple, optimization-based state estimation framework with three
type of sensors (IMU, monocular camera and GNSS receiver). Secondly, we try to
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Fig. 1 Diagram of our major contributions in the odometry system

find some countermeasures in the situation that one kind of sensor’s data, the visual
data in our case, is completely failed.

Figure 1 shows the three major parts of our work in the odometry system: all these
modules are added between the front end and back end of the odometry system.

Our contributions are

• A sliding window-based RAIM is proposed for the GNSS data and re-projection
error-based outlier exclusion for the visual data in a tightly couple optimization-
based GNSS/visual/inertial odometry;

• We keep the state estimation stable when complete failure occurs in the visual
data by visual termination and keyframe fast recovery;

• Evaluation test of the proposed methods in real-world environments.

2 Methodology

2.1 GNSS Measurement Outlier Detection and Exclusion

For GNSS data, the RAIM method had been broadly utilized in the practical appli-
cation. We extended this method in a sliding window optimization-based odometry.
This idea is introduced below:

The basic GNSS measurements relationship is described by a linear equation in
the form of

�ρ = G�x + �ε (1)

where n is the number of redundant measurements; �x is the 3 × 1 vector of the
receiver’s true position plus the clock bias of the receiver (as a 4 × 1 vector); �ρ

stands for the difference between the actual measured range (namely, pseudorange)
and the predicted range from the receiver’s nominal position with the clock bias
(as an n × 1 vector); �ε is the measurement error from the receiver noise, various
interferences in signal propagation, satellite position errors and satellite clock error(as
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an n × 1 vector) and G is the linear coefficient matrix between �x and �ρ (as an n
× 4 matrix).

In most references, the estimation uses the least squares solution to the measure-
ment equations at a single time, which is called single-point solution. To improve the
navigation precision, we follow GVINS [16] to use an iterated optimization method
to get the solution, which may take relatively more computation time.

While the above navigation solution is obtained in the Earth-Centered Earth-
Fixed (ECEF) frame, we will calculate the GNSS measurements residual in the
Earth-Centered Inertial (ECI) frame. The GNSS measurements are time-stamped by
the receiver. Defining the ECI frame to be coincident with the ECEF frame when the
signal arrives at the receiver, we have

pEr = per (2)

where pEr is the receiver position in the ECI frame; per is the receiver position in the
ECEF frame, corresponding to the first three elements of �x in (1).

The satellite’s position pe
′
s in ECEF frame when the signal is transmitted can

be calculated by the satellite’s ephemeris and the pseudorange measurement. The
satellite’s position in the ECI frame as a result of Earth’s rotation became

pEs = Rz(−ωEtf)p
e′
s (3)

whereRz stands for a rotation in the z axis of the ECI frame,ωE is the angular velocity
of the Earth rotation and tf is the transmission time of the GNSS signal.

The original residual of a single pseudorange measured in tk with respect to the
n GNSS measurements can be formulated as

rpk = ∥
∥pEs − pErk

∥
∥ + c

(

δtk − �t s j
) + T sj

rk + I s jrk − P̃s j
rk (4)

where rk is the GNSS receiver at time tk , c is the speed of light, δtk is the clock bias
corresponding to the four elements of �x in (1), t s j is the clock error of satellite j,
T sj
rk and I s jrk are the tropospheric and ionospheric delay of the signal from satellite j,

and P̃s j
rk stands for the pseudorange measured by the GNSS receiver.

To take the satellite ephemeris, satellite elevation angle and the pseudorange
measurements error into consideration, we simply define

rk = rpk sin
2 el

(ura − 1)σpsr
(5)

where el stands for the elevation angle of the GNSS satellite, ura is the satellite
signal accuracy index from the ephemeris and σpsr is the standard deviation of the
pseudorange measurements from the GNSS receiver.

For more detail, please refer to GVINS [16] and Spilker et al. [9].
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Normally, the above residual is calculated within the current epoch of the GNSS
measurements, and pseudoranges with residual higher than a predefined threshold,
(namely GNSS outlier threshold) are considered to be outliers of the GNSSmeasure-
ments. However, the satellite number could become very poor in the urban canyon
environment, which will make the residual in (5) less effective to help us finding the
GNSS signal outlier.

When using an optimization-based odometry, we find the past GNSS measure-
ments in the sliding window could be very helpful in calculating the residual of
the current measurements (which is the last measurement in the sliding window).
Although these old GNSS measurements were caught in previous locations of
the vehicle. The location difference is relatively small compared with the bad
pseudorange measurements as the window size is limited. However, the increased
measurements number will make the residual much more credible.

2.2 Visual Measurement Outlier Detection and Exclusion

For visual data, RANSAC has always been the most popular method in outlier detec-
tion and exclusion. However, in this work, we simply use the reprojection error
defined in [17] to find the visual measurement outlier.

Let the sliding window size of visual frame to be m. Consider a visual feature l
that is both observed in the m − 1th frame and the mth frame.

The feature location in the unit plane (z = 1) of the camera frame is

P
m
l = π−1

c

([

uml
vm
l

])

(6)

where
[

uml , vm
l

]T
is pixel location of the lth feature that found by the optical flow

tracking in the mth frame, π−1
c is the back-projection function which turns a pixel

location into a unit plane vector in the camera frame.
We use the following equation to transfer the pixel location of the lth feature in

the m-1th frame to the mth frame:

P
m
l = T c

b T
bm
w T w

bm−1
T b
c

1

λl
π−1
c

([

um−1
l

vm−1
l

])

(7)

where λl is the inverse depth of the lth feature, T b
c is the transition matrix from the

camera coordinate system to the IMU coordinate system, T c
b is the inverse of T b

c ,
Tw
bm−1

is the transition matrix from the m − 1th camera frame to the world coordinate
system and Tw

bm−1
is the transition matrix from the world coordinate system to themth

camera frame. We get T c
b by calibrating the extrinsics of the camera and the IMU.

And λl, Tw
bm−1

, T bm
w are part of the state variables to be solved in the odometry.
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In the end, the visual residual for the feature l in the last frame of the sliding
window is defined as:

rvl =
∥
∥
∥
∥
∥
P
m−1
l − Pm−1

l

Pm−1
l

∥
∥
∥
∥
∥

(8)

Features with visual residual higher than a predefined threshold (namely, visual
outlier threshold) are considered to be outliers of the visual measurements.

2.3 Visual Data Failure Handling

In some cases, external interference could make the visual data a complete failure.
For instance, when an autonomous driving car stop at a traffic light, people who is
walking down the pedestrian crosswalkmay completely block the view of the camera
on the car. This may eliminate most of the feature points in the visual front end, and
the remaining feature points may have terrible optical flow tracking results in the
coming new frame.

To cope with this situation, we propose a simple principle called visual termi-
nation: after the visual measurement outlier detection and exclusion module in the
system, whenever the number of the remaining feature points is lower than a prede-
fined threshold (namely, visual termination threshold), the visual data is cut off from
the back end optimization process.

Because only the IMU and the GNSS data are fed into the optimization in this
visual termination state, noise in the result of the odometry will be increased by
the GNSS data, especially in the vertical direction. So, the visual data should be
recovered as soon as the external interference has gone.

To recover the visual data, a keyframe should be selected at the first place in
a feature-based visual odometry. Popular VO system such as VINS-mono [17] or
ORB-SLAM2 [18] selects keyframe by rules like:

• Current frame shares few feature points with the latest keyframe, or the average
parallax between current and the latest keyframe is over the limit;

• There has been enough time or frames passed between current frame and the latest
keyframe.

In order to recover the visual data as soon as possible in the visual termination, we
propose another simple principle called keyframe fast recovery: in the middle of the
visual termination state, whenever the feature points number in a frame is higher than
a predefined threshold (namely, keyframe recovery threshold), this current framewill
be selected as a keyframe and sent into the optimization.
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3 Field Testing

To verify the methodologies we mentioned above, we run our odometry in many
different scenes and find three typical ones as our final tests:

Test 1 for GNSS outlier exclusion: A 160 m straight line trajectory in an office
park surrounded by up to 40-m office buildings, as shown in Fig. 2;
Test 2 for visual outlier exclusion: A 245 m circular line trajectory surrounded by
15-m residential buildings, as shown in Fig. 3;

Fig. 2 Trajectory and scene
for test 1

Fig. 3 Trajectory and scene
for test 2
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Test 3 for visual data failure handling: About 10 m forward to fully initialize the
system, then hold still by the roadside, waiting for pedestrian or vehicle to pass
in front of the camera.

All the tests were carried out by walking while holding an Intel Realsense D435i
camera [19] with camera and IMU inside, an U-blox ZED-F9P GNSS receiver [20]
and a laptop.

For all tests, we set the GNSS outlier threshold= 100, the visual outlier threshold
= 20, visual termination threshold = 10 and the keyframe recovery threshold = 20.

The local East-North-Up coordinate system is defined as: the origin is at the point
when the GNSS data is firstly fused into the odometry, the X, Y, Z axis are pointing
to the east, north, up direction, respectively.

In the test results, we use the following abbreviations for the odometry results:

GVINS_default: The original GVINS [16] odometry;
GVINS_GNSS-OE:Modified version of GVINSwith the GNSS outlier exclusion
method;
GVINS_Visual-OE:Modified version of GVINSwith the visual outlier exclusion
method;
GVINS_OE: Modified version of GVINS with both the GNSS and visual outlier
exclusion method;
GVINS_FastRecovery: Modified version of GVINS with the visual data failure
handling method.

Finally, we analyze the increase of computation time due to the outlier detection
and exclusion modules in the odometry.

3.1 Test 1: GNSS Outlier Exclusion

Test 1 is performed in a typical urban canyon environment with serious multipath
effect and limited satellite number.

The absolute trajectory error (ATE) of different estimator is shown in Fig. 4.
For GVINS_default: huge translation error accumulated in the Z direction

(downward).
For GVINS_GNSS-OE: while there is still error in all coordinate axis, error in

the vertical direction was greatly removed.

3.2 Test 2: Visual Outlier Exclusion

In test 2, the GNSS satellite signal is still not very good because our path is too close
to the buildings, and the visual feature points residuals appear to be large due to the
fast motion of the sensors. These residuals are shown in Fig. 5.
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Fig. 4 Absolute trajectory error of GVINS_default and GVINS_GNSS-OE in test 1

Fig. 5 Visual feature points (left) and residual plot in two contiguous frames (right), the red points
stand for the feature points in the m-1th frame in the sliding window, the blue points stand for the
feature points in the mth frame and the green lines stand for the visual residuals of the two frames

The absolute trajectory error (ATE) of different estimator is shown in Fig. 6.
For GVINS_default: wrong initial direction of the odometry leads to big trans-

lation error in the X-Y plane at the beginning, then the drift was corrected by the
GNSS data. But the error grew again at the sharp turning.

For GVINS_Visual-OE: initial direction was greatly corrected and translation
error was relatively small in the whole process.

3.3 Test 3: Visual Data Failure Handling

A cycling person sweeps through the camera view at 11 s of the test, then followed
by a car at 18 s. They kill all the feature points in the odometry front end, as shown
in Fig. 7.
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Fig. 6 Absolute trajectory error of GVINS_default and GVINS_Visual-OE in test 2

Fig. 7 Visual feature points fail because of a moving object in the camera view, there is nothing in
the residual plot compared with Fig. 5

The absolute trajectory error (ATE) of different estimators is shown in Fig. 8.
For GVINS_default: after the sweeping, the odometry diverge slowly at first, then

in tens of second there is a large error in the Z direction(downward); finally new
feature points were generated and the odometry recovers to normal levels.

For GVINS_OE: generally the same as the default version except for some small
trajectory differences.

For GVINS_FastRecovery: the divergence never occurs and the trajectory holds
for the whole process.
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Fig. 8 Absolute trajectory error of GVINS_default, GVINS_OE and GVINS_FastRecovery in test
3

3.4 Timing Statistics

We run the data of the tests on a laptopwith Intel i5-8300HCPU running at 2.30GHz.
Timing statistics of the outlier detection and exclusion modules in the odometry
backend thread are given in Table 1.

While other modules of the odometry (pre-integration of the IMU data, optimiza-
tion, marginalization, etc.) are not the focus points of this paper, we can see from
Table 1 that the position determination process by pseudorange measurement takes
up the overwhelming majority of the computation resource in the outlier detection
and exclusion module. This process is basically the iterations of Eq. (1) to calculate
the receiver position. We also find that the calculation time of the receiver position
increases monotonically with the number of available GNSS satellites, as shown in
Fig. 9.

As our GNSS outlier detection and exclusion module is built to handle the multi-
path effect in urban canyon scenes, where the available GNSS satellites number is
much lower than that in open spaces, real-time performance can be guaranteed, so
the increase in computation time is acceptable.

Table 1 Timing statistics of the odometry (with seven GNSS satellites available)

Modules Time (ms)

GNSS_OE: Position determination by pseudorange measurement 15.463

GNSS_OE: Other parts of the GNSS outlier exclusion module 0.059

Visual_OE 0.014

Other modules of the odometry 54.054

Total 69.589
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Fig. 9 Calculation time of the receiver position

4 Conclusion

In this paper, we propose outlier detection and exclusion methods for the visual data
and GNSS data in a tightly couple, optimization-based GNSS/visual/inertial odom-
etry. We also propose a visual termination and keyframe fast recovery strategy to
handle the complete failure of the visual data. Real-world tests have shown the effec-
tiveness of our methods in improving the robustness of the odometry and increase of
computation time due to the methods are analyzed. Although the job is built based
on an optimization odometry, we believe these methods also work in a Kalman
Filter-based odometry.

In futurework, other types of sensors, such as lidar andwheel speedometer, will be
included.Wewill try to find the suitable outlier detection and exclusionmethodology
for the new sensors’ data and we will also try to find whether it would be necessary
to design a termination strategy for these new sensors in their related corner cases.
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Clinical Nurses Before and After
Simulated Postoperative Delirium Using
a VR Device Characteristics
of Postoperative Delirium Imagery

Jumpei Matsuura, Yoshitatsu Mori, Takahiro Kunii, and Hiroshi Noborio

Abstract The purpose of this chapter was to have clinical nurses simulate the hallu-
cinations and auditory hallucinations experienced by patients with delirium using a
VR device, and to clarify the changes in the clinical nurses’ perception of delirium
before and after the experience. Meta Quest was used for the Head-Mounted Display
(HMD), which is a VR device, and the VR content for the simulated experience
of delirium used in the device was created independently using Unity. The created
VR content reproduced the hallucinations experienced by patients with postopera-
tive delirium in the ICU at night. The duration was 12 minutes. The contents were
set to change at 2-minute intervals, with scenes of cockroaches appearing on the
ceiling, the ceiling closing in, a person in protective clothing appearing, and soldiers
attacking.

Keywords VR device · Postoperative delirium · Nursing

1 Problem Statement

Postoperative delirium is transient disturbance of consciousness that commonly
occurs in elderly patients undergoing surgery under general anesthesia. There are
three factors that contribute to the development of postoperative delirium: prepara-
tory factors, direct factors, and precipitating factors. Preparative factors include
aging, dementia, and cerebrovascular disease. Direct factors include drug addiction,
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metabolic disease, and alcohol withdrawal. Inducing factors include psychological
and social stress, sleep disturbances, sensory deprivation, and physical restraints [1].

Postoperative delirium is a type of delirium and refers to the appearance of
delirium in patients after surgery [2]. The main symptoms of delirium include hallu-
cinations, such as seeing small insects on the ceiling that are not supposed to be there,
and hallucinations in which persons who are not there actually appear to be there.

Postoperative delirium is known to cause many difficulties for nurses in providing
nursing care. It has been reported that 30% of patients with delirium remember their
experiences [3]. Patients with deliriummay be traumatized by the fearful experiences
they have had, or they may feel remorse for their own verbal abuse or violence.

In a previous study, researchers conducted a study on nursing students using a
VR device similar to the one used in this study. The results showed that there was
no significant difference in both the amount and duration of speech before and after
the experience of VR content (hereinafter referred to as “VR experience”). However,
after the VR experience, more statements were heard in which the students felt the
need to be close to the patient. The results also showed a better understanding of the
inner life of patients who were experiencing fear due to delirium.

The purpose of this study was to reproduce the hallucinations experienced by
patients with delirium using a VR device, and to have nurses with more than 10
years of clinical experience in the surgical field simulate these hallucinations, and
to clarify the changes in perception of delirium that occur before and after these
experiences.

2 Approach

Eleven nurses with more than 10 years of clinical experience in the surgical field
were subjects of this study, and the HMD for the VR experience was the Meta Quest.
The subjects were asked to wear the HMD and lie on the bed for the VR experience
to reproduce the same situation as a patient with postoperative delirium (see Fig. 1).

Fig. 1 Experimental scene
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Fig. 2 A figure in protective
clothing appears

VR contents to simulate the delirium experience (see Fig. 2) were created using
Unity Approach.

The target nurses were asked to answer two questions before and after the expe-
rience. Question 1 was about the image of a patient with delirium, and Question 2
was about the setting of the onset of delirium. A verbatim transcript was made from
the interviews.

The analysis was conducted on speech duration and speech volume, and compared
before and after VR viewing. Analysis methods were Wilcoxon rank sum test and
Hierarchical cluster analysis. SPSS Ver. 26 was used as the statistical processing
software. KH coder was used as the metric text analysis software.

3 Results

The speaking time during the interview with the nurses was as follows. 1.5 minutes
before and 2.39 minutes after the experience for Question 1, and 1.62 minutes before
and 1.7 minutes after the experience for Question 2. There were no significant differ-
ences between the pre- and post-experience times for questions 1 (0.084) and 2
(0.753) (Tables 1 and 2).

Table 1 Speech time
Question 1

Before (SD) After (SD) p

1.5 (1.063) 2.39 (2.238) 0.084
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Table 2 Speech time
Question 2

Before (SD) After (SD) p

1.62 (1.151) 1.7 (1.407) 0.753

The speech volumewas as follows. 294.5words before the experience for question
1 and 448.2 words after the experience. The number of words spoken before and
after the experience with Question 2 was 344.6 and 332.8, respectively. There was
no significant difference between the pre- and post-experience of question 1 (0.345)
and question 2 (0.917) (Tables 3 and 4).

Text mining analysis revealed that the number of words spoken by the nurses was
294.5 before the experience of Question 1. Themain words spoken included “Image”
(5.4%), “Delirium” (4.7%), and “Patient” (4.4%) (Table 5).

After the experience of Question 1, 448.2 words were used. The main words were
“See” (6.2%), “Feel” (6.0%), and “Think” (6.0%) (Table 6).

Before the experience of Question 2, 344.6 words were used. The main words
were “Patient” (9.2%), “Angry” (4.6%), and “Wonder” (4.0%) (Table 7).

After the experience of question 2, 332.8 words were used. The main words were
“Think” (9.9%), “Feel” (7.5%), and “Patient” (6.0%) (Table 8).

Table 3 Speech volume
Question 1

Before (SD) After (SD) p

294. 5 (284.19) 448.2 (507.89) 0.345

Table 4 Speech volume
Question 2

Before (SD) After (SD) p

344.6 (204.87) 332.8 (204.19) 0.917

Table 5 Q1 before drawing
volume Drawing Frequency Drawing Frequency

Image 16 Understand 5

Delirium 14 Nurse 5

Patient 13 Medicine 4

Imagine 8 Person 4

People 7 Possible 4

Wonder 7 Medicine 4
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Table 6 Q1 after drawing
volume Drawing Frequency Drawing Frequency

See 28 Guess 7

Feel 27 Fear 6

Think 27 Image 6

Patient 24 Bother 5

Sound 16 Dark 5

Wonder 15 Eye 5

Situation 11 People 5

Monitor 11 Scare 5

Delirium 9 Sleep 5

Anxious 7 Time 5

Table 7 Q2 before drawing
volume Drawing Frequency Drawing Frequency

Patient 32 Restrain 5

Angry 21 Delirium 4

Wonder 14 Honest 4

Help 10 Sad 4

Feel 9 Shift 4

Work 9 Emotion 3

Something 8 Frustrated 3

Time 6 Patients 3

Calm 5 Priority 3

Guess 5 Restrain 3

Person 5 Sorry 3

Table 8 Q2 after drawing
volume Drawing Frequency Drawing Frequency

Think 33 Time 6

Feel 25 Bad 5

Patient 20 Cancel 5

A 12 Happen 5

Help 10 Understand 5

Wonder 10 World 5

Feeling 8 Experience 4

Something 8 Information 4

Nurse 7 Medication 4

See 7 Person 4

Frustrated 6 Shift 4
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Fig. 3 Question 1 before experiencing VR content cluster analysis results

The results of hierarchical cluster analysis showed that respondentswere classified
into four to six categories before and after each experience (see Figs. 3, 4, 5, and 6)
for questions 1 and 2.

4 Discussion

In recent years, a number of contents that allow users to experience VR have been
tackled in the field of medicine. Specifically, they include surgical simulations [4–6].

The results of interviews with nurses who experienced VR were analyzed using
quantitative evaluation and text mining.

In the quantitative evaluation, there were no significant differences in both speech
duration and speech volume. However, with regard to speaking time and volume,
question 1 asked respondents to speak freely about the image they had of the delirium
patient. In question 1, there was an increase in both speaking time and volume
before and after the experience. We speculate that this may be an indication that the
sympathetic nervous system is slightly predominant during the VR experience. This
result is consistent with that of Yamashita [7].
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Fig. 4 Question 1 after experiencing VR content cluster analysis results

Question 2 is a situational question. Specifically, “You have an important appoint-
ment after your night shift ends. However, because of the patient’s delirium, you
cannot finish your work on time and you have to work overtime. If the patient is the
cause, how do you feel about the patient?” The question was, “If the patient is the
cause of the problem, how do you feel about the patient?”

Regarding question 2, before and after the experience, conversely, the volume of
speech decreased after the experience. This is becausemany of the patients before the
experience prioritized the convenience of the nurses, whereas after the experience,
many of them said that they wanted to be there for the patients rather than for the
nurses’ convenience.We speculate that the nurses’ understanding of the painful inner
life that delirium patients experience may have led to the decrease in the amount of
speech.
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Fig. 5 Question 2 before experiencing VR content cluster analysis results

The results of the text mining revealed that before experience of question 1,
understanding the patient, etc. were extracted. After the experience, words such as
the sound of the monitor and fear were extracted. These words did not appear before
the experience, and we believe that they appeared only because the participants
experienced the delirium simulation through the VR content. From this, we infer that
the VR experience may have led to a better understanding of inner life of patients
with delirium.

Before and after the experience of Question 2, the characteristics of the patients
were extracted, such as stress build-up due to anger toward the patient who devel-
oped delirium. However, we speculate that the nurses’ simulated experience of the
strange experiences experienced by the delirium patient may have led to a better
understanding of the patient’s inner world.

The hallucinations of delirium patients cannot be actually seen by anyone other
than the patients themselves. However, by using VR contents, it is possible to visu-
alize them. Visualization makes it easier to imagine and deepen understanding [8].
We believe that simulating the experience of a patient with deliriumwill lead to better
understanding of the patient and provide nursing care that is close to the patient.
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Fig. 6 Cluster analysis results after experiencing Question 2 VR content

5 Conclusion

The results of clinical nurses’ simulated experience of postoperative delirium using
VR content suggest that understanding inner life of patients with postoperative
delirium, such as their fear, can help nurses provide nursing care that is more atten-
tive to patients. The results suggest the need for further clinical education for nurses
using VR content.

6 Future Work

Eleven clinical nurses were included in this study. This number is not considered
large by any means. Therefore, we feel that it is necessary to increase the number of
subjects for future studies.
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Modeling and Simulation of a Frequency
Reconfigurable Circular Microstrip
Antenna Using PIN Diodes

Ashrf Aoad

Abstract In this study, a frequency reconfigurable circular microstrip antenna for
wireless communications has been presented. PIN diodes are integrated to obtain
multiple-band operation. The operating frequency can be tuned to other frequen-
cies by switching ON/OFF states of the diodes. Many approaches have been
explored, which provide multiple wideband operations when integrated with iden-
tical microstrips to be regularly controlled. The first one simulates the main circular
part without any switching state, then steeply different switching states start. The
operating frequencies are between 5 and 15 GHz. It operates exactly in the most
tested and demanded dual five-generation (5G) and single industrial, scientific, and
medical (ISM) 5.2 GHz bands. The obtained bands are considered for different wire-
less communication application uses. All results are performed with the method of
finite integration technique (FIT).

Keywords Multiple wideband · Reconfigurable circular antenna · PIN diodes ·
Switching · Wireless communication

1 Introduction

Antennas are necessary and critical components of wireless communication systems.
Arguably, different types of antennas have been developed and shown in the commu-
nication engineering market during the past years, (e.g., dipoles, microstrip, loop
antennas, and frequency-independent antennas). Reconfigurable antennas have the
capabilities and potential to develop new possibilities for communication systems’
performance. Frequency reconfigurable antennas have become important and started
many years ago in cellular radio communication, radar systems, airplane, satellite,
mobile and microwave link networks [1–3]. In some communication systems such as
mobile and satellite, reconfigurable antennas are useful for supporting a large number
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of universal applications [(e.g., Wi-Fi, UMTS-3G, Bluetooth, WiMAX, and DSRC
standards)] to decrease strong signal coupling and interference in the microwave
environment. Thereby, it is a notable need for adapting new technology of reconfig-
urable antennas. They present the most compact solutions and additional capabilities
for communication application requirements by controlling the same reconfigurable
antenna for fundamental operating characteristics such as frequencies, s-parameters,
the direction of radiation pattern, polarization, antenna directivity (D), gain (G), and
efficiency (η) that relates in the antenna according to (G = ηD). In general, reconfig-
uring opportunity is obtained by controlling the antenna size electrically, or adding
some mechanical structure to the antenna like resistors, varactor diodes, PIN diodes,
RF-MEMS switches, and tunable electromagnetic materials (e.g., graphene, liquid
crystal (LC) [4], and ferroelectric film) [5, 6]. Furthermore, those antennas are low
profile, have low power losses, low cost, and easily manufactured with standard PCB
techniques.

Ideally, a circularly polarized reconfigurable patch antenna with an inhomoge-
neous substrate has been investigated in [7], operating at 2.4 GHz for RFID appli-
cation. A reconfigurable feeding antenna is presented in [1], sixteen PIN diodes are
used to control the direction of the radiation pattern. In [8], omnidirectional and direc-
tional operational modes are realized, and a beam scanning of a complete angle of
360z is achieved by using arc-shaped dipoles and a circular patch used as a reflector.

This paper reports a versatile, electrically small, and novel frequency reconfig-
urable circular microstrip antenna structure for the multiple-band operation of (5G)
5.2 GHz ISM bands, 7.5, 8.7, 10.2, 10.7, and 14 GHz. Tunable PIN diodes have been
proposed for integrating circular and identical microstrips. Each diode can be sepa-
rately switched ON/OFF.While the switch is in the ON state, the current distribution
on the structure of the antenna is extremely different than if the switch is in the OFF
state.

2 Reconfigurable Antenna Design

Antenna design requires a designer sense and high computational potential to define
the design elements of an antenna that satisfies a reasonable performance for a
required operating frequency range. The studied structure presents a novel and elec-
trically small reconfigurable circular microstrip antenna as shown in Fig. 1. The
antenna is often electrically small if Eq. (1) is fulfilled [9, 10].

a

λ
= 1

2π
(1)

where a is the radius of the circular part set to 0.3 cm and λ is the wavelength
set to 5.6 cm for a reference frequency of 5.2 GHz. The proposed antenna has
been developed to manipulate various antenna elements effectively and to increase
performance by controlling identical microstrips with PIN diodes. It has three layers
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Feeding

Substrate

Ground
Radiating 

Patch

(a) (b)

Fig. 1 Reconfigurable antenna. a Top view and b side view

(radiating, substrate, and reflector) with feeding at the center of the circular patch,
integrated by four switches (S1, S2, S3, S4) to four identical microstrip elements
(M1, M2, M3, M4). The radiating conductors replaced on the top of the substrate
consist of a circular patch with different four identical microstrip elements integrated
also by four switches (S21, S32, S34, S41) to each other. They are modeled on Rogers
RT5880LZ substrate with dimensions of 1.8× 1.8 cm2, a thickness of 0.3175 cm and
a permittivity εr of 1.96. The reflector is printed on the backside of the substrate. The
unfilled spaces between the circular and identical microstrip elements set to 0.2 cm,
in addition to unfilled spaces between identical microstrip elements set to 0.132 cm
include four switches. The geometry of circular microstrip has a radius a of 0.3 cm
(0.053λ0) and a height h of 0.006604 cm (0.0011λ0). The resonant frequency fr of
a circular microstrip antenna is given by [11]:

fr = Kmnc

2πae
√

εr
(2)

where ae is an effective radius for the circular microstrip, c is velocity of light in
free space and Kmn = m th zero of the derivative of Bessel function at order n. The
fundamental mode is T M11 for K set to 1.84118. ae is given by [12]:

ae = a

{
1 +

(
2h

πaεr

)[
ln

(πa

2h

)
+ 1.7726

]}1/2

(3)

Switches positioned on the structure are RF-PIN diode switches (SW1AD-33)
with frequency range of 0.3–18 GHz and switching time 100 ns [13]. Switching
states is ON state (RL serial-forward bias) while the resistor R has a value of 5
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Ohms and 1000 Ohms for OFF state (RLC parallel-reverse bias) [6]. The action of
the biasing process is based on supplying the current to the integrated switching
elements used to configure the antenna to achieve new frequency operations. The
value of inductance L (0.1 nH) and capacitance C (0.3 pF) has been avoided in
the simulation. The current distributions on identical microstrips are by integrated
resistances as shown on Fig. 1.

3 Results and Discussion

The proposed reconfigurable circular antenna includes eight switches and two states
of switching either ON or OFF. As the state of the antenna is changed with switches,
so the current distribution on the connected elements is changed. In these cases,
the changes in antenna parameters by switches can be used to change the current
distribution states on the conductors of the antenna, which then result in operating
frequency changes. The antenna’s performance has been reported by the S-parameter
curves as presented in the following figures and discussion.

At first, Fig. 2 shows the result of the simulation for the circular microstrip only,
while all switches is in OFF state. Operating frequency is 5.2 GHz with a bandwidth
of 3 GHz, at a target of return loss ≤−10 dB. The reported operating frequency can
be used for the fifth generation (5G) ISM 5.2 GHz in wideband.

Secondly, Fig. 3 shows a new result that depends on switching S1 to ON state,
which allows the current transition to an identical microstrip of M1, while others
(M2, M3 andM4) are independents.Operating frequency is 7.5GHzwith a bandwidth
of 2.44 GHz, at a target of return loss ≤−10 dB.

Thirdly, S1, S2, S3, and S4 are four evenly accesses for current flowing in state
ON through M1, M2, M3, and M4. Accordingly, the proposed antenna resonates at
high frequency of 14 GHz with a bandwidth of 2.3 GHz as shown in Fig. 4.

Fourthly, in the case of the current flowing only through S1, and S3 to the identical
microstrips of M1 and M3, the operating frequency is 10.2 GHz with a bandwidth of
3 GHz, and if only S2 and S4 are in ON state, the operating frequency is 10.7 GHz

Fig. 2 S-parameter, all switches is in OFF state
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Fig. 3 S-parameters, S1 is only switched ON others are OFF

Fig. 4 S-parameter, S1, S2, S3, and S4 are switched ON others OFF

with a bandwidth of 2.8 GHz as shown in Fig. 5. It is noticed that although the
symmetricity of the form and the current flowing are identical once by S1 and S3 and
once by S2 and S4, the results are not equal. The inequality of the results is due to
the difference in the area of each of M1 and M3 with that of M2 and M4.

Fifthly, in the case of S1,S3, S21,S32, S34, and S41 are only switched ON, the
optimum operating frequency is 8.78 GHz with a bandwidth of 3.2 GHz. The current
transition flows through M1 and M3 to M2 and M4. If only S2, S4, S21,S32, S34 and

Fig. 5 S-parameters, (1) S1, and S3 are switched ON others OFF, (2) S2, and S4 are switched ON
others OFF
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Fig. 6 S-parameters, (1) S1, S3 S21, S32 S34, and S41 are switched ON others OFF, (2) S2, S4 S21,
S32 S34, and S41 are switched ON others OFF

S41 are switched ON, the optimum operating frequency is 8.5 GHz with a bandwidth
of 3.3 GHz as shown in Fig. 6. The current transition flows through M2 and M4 to
M1 and M3. The slight difference in results is due to the difference in the area of
each of M1 and M3 with that of M2 and M4.

The figures above show the performance of the antenna during simulation.
Switching the structure parameters results in novel operating frequencies without
changing antenna characteristics physically. The operating bands of 5.2 GHz ISM
bands, 7.5, 8.7, 10.2, 10.7, and 14GHz are considered formanywireless communica-
tion applications, such as MIMO systems, cognitive radio system, satellite, biomed-
ical, and industrial applications. This confirms the advantage of the antenna as a
multiple band frequency reconfigurable antenna with a less complexity due to using
eight PIN diodes as switches. This antenna is different from other conventional
antennas since its control part for reconfiguring is found in the antenna itself.

4 Conclusion

A frequency reconfigurable circular microstrip antenna is modeled and simulated for
wireless communication and mobile devices. Eight PIN diodes is integrated between
the circular and identical microstrips to obtain new operating frequencies. The PIN
diode works in two switching positions, and therefore the proposed antenna works in
the two positions as well. In each position, a new operating frequency is generated.
The proposed reconfigurable antenna provides a multiple operating range between 5
and 15 GHz. Since the proposed reconfigurable antenna has five different structures,
it produces six different operating frequencies. The dimensions of the proposed
antenna are actually small, so further research can be done on the antenna in order
to be suitable for the future 5G and next-generation market. It is prospected that
the necessity for reconfigurable antennas can also encourage development in several
wireless communication areas.
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Online Protection for Children Using
a Developed Parental Monitoring Tool

Martin Stoev and Dipti K. Sarmah

Abstract Nowadays, children are more comfortable using online tools for their
education. This is also enhanced during the COVID-19 period when one must do
online activities such as calls, studies, and meetings. Children who use the Internet
regularly, especially in the age group between 6 and 14, may experience Internet
risk. While on the Internet, children can fall victim to hateful, age-inappropriate
content, cyberbullying, phishing, etc. There are also risks of privacy violations by
the websites which can be done through cookies or user account browsing features.
Further, excessive use of the Internet may negatively impact a developing child’s
physique, cause sleeping problems, and potentially lead to addiction. To protect
their children, some parents use Android applications such as Google Family Link
(Free), Kids Place Parental Control (free and paid), Norton Family (paid), Qustodio
(paid), and FamiSafe (paid). These applications allow the parents to restrict and
monitor the child’s behavior. However, many features are not implemented in free
applications such as monitoring calls, messages, social media, etc. This research
aims to analyze the Google Play Store reviews (positive and negative) of popular and
mentioned Android applications and their various features. Based on the research, a
free alternative in the form of an applicationwas developed. It has two components—
an Android application for the child’s device and a web interface for the parent. This
tool allows parents to monitor calls, contacts, and SMS.

Keywords Parental monitoring applications (free and paid) · Children online
protection · Android application · Google play store reviews
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1 Introduction

Inmodern society,many young people participate in online activities such as studying
and relaxing. Children tend to invest their time in games, videos, and chatting with
their friends [1]. Parents are also concerned about the behavior of their children when
they spendmost of their timeonline.Theywant to give thema safe online environment
by ensuring their children’s online privacy and keeping them away from malicious
content, and inappropriate content [2]. Children can also suffer from having their
personal information and photo shared on the Internet [3]. Such leaks may lead to
the child experiencing cyberbullying, [4] where a parent’s involvement is crucial.
Data collection may violate their privacy, and lead to bullying [3]. There have been
published websites on children’s protection laws that protect the privacy of children.
Some of the most popular is the Children’s Online Privacy Protection Act (COPPA)
[5] and the General Data Protection Regulation (GDPR) [6]. However, they are not
fully compliant [7]. Therefore, there is a need to monitor the child’s behavior to
which many parents take a restrictive approach [1]. They prohibit websites that may
be harmful to the child and limit the amount of time spent on the phone. This is done
to avoid developing sleeping [1] and physical [8] problems, addiction, antisocial
behavior [8, 9], and being exposed to violence [8]. Many parents take plenty of
factors into consideration when choosing applications for their children. Privacy and
parental permission required for tasks, such as shopping and age-appropriate content
are seen as the most crucial factors for parents [1].

A lot of parents express the need to view their children’s chat history and want to
know forwhat purposes their children’s personal information is beingused [3].Unfor-
tunately, a lot of parents are not able to enable parental control on their children’s
mobile phones. Also, many of them feel societal pressure to allow their children
to make social media accounts, exposing them to more potential risks [3]. Many
applications [10–15] aim to solve this problem. The parental control applications
that are most downloaded and reviewed in the Google Play Store are Google Family
Link [10], Kids Place Parental Control [11], Norton Family [12], Qustodio [13], and
FamiSafe [15]. All of these parental monitoring applications are capable of moni-
toring and controlling screen time (see Tables 1 and 2). Google Family Link and
Kids Place Parental Control require parental permissions to install applications [10,
11]. FamiSafe [15] is seen as the best parental monitoring application [16] because
of the amount of features, it has (see Table 2).

Unfortunately, there are many limitations in popular parental monitoring appli-
cations [10–15]. While Google Family Link [10] is free and with a limited set of
features, others provide a wider range of features at a high price. The web filters
Google Family Link provides are very weak, letting many age-inappropriate content
pass through them [17]. Parents can restrict and monitor the child only when they are
not older than 13 [17]. Once the child becomes 13 years old, they are able to avoid
beingmonitored by their parents. In addition to that, some reviews on theGoogle Play
Store express frustration over the lack of functionality and occasional malfunctions
[10] (See Table 1). Kids Place Parental Control shares these shortcomings in the free
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Table 1 Price, features, and reviews of parental monitoring applications

Price and features Praised aspects Disliked aspects

Google family link [10]
Free [10]
• Completely free
• Good design
• Location tracker
• Restrict and monitor screen
time

• Usage schedule
• Web filters (no categories)

Positive reviews: 77%
• 47% generally positive
• 14% restrictive
features

• 9% monitoring
features

• 3% good interface
• 2% web filters
• 2% location tracker

Negative reviews: 22%
• 11% of bugs occurred
• 6% generally negative
• 2% bugs occurred with the
location tracker

• 2% disliked the interface
• 1% small set of features

Kids place [11]
$4.99/month [18]
• Monitor application
usage(free)
• Child lock and YouTube
Safe search(free)
• Web filtering(paid)
• Location tracker (paid)
• Web site access reports(paid)
• Control application usage(paid)

Positive reviews: 53%
• 33% generally positive
• 15% restrictive
features

• 3% good design
• 2% web filters

Negative reviews: 47%
• 16% of bugs occurred
• 9% disliked the design
• 6% generally negative
• 6% of bugs occurred with
restrictive features

• 5% high price
• 5% easy to bypass

Norton family [12]
e3999/year [23]
• Location features
• Monitor and control
• Screen time per application
• Web filters
• Location tracker
• Track browser history

Positive reviews: 30%
• 21% generally positive
• 3% restrictive features
• 2% monitoring
features

• 2% web filters
• 1% location tracker
• 1% good design

Negative reviews: 70%
• 22% of bugs occurred
• 20% generally negative
• 9% of bugs occurred with
restrictive features

• 8% disliked the design
• 4% hard to configure
• 4% easy to bypass
• 3% bugs occurred with the
location feature

version, however, has them implemented in the premium version [18] (see Table 1).
Norton Family is a premium application (see Table 1) with a poorly designed user
interface design and occasionally malfunctions (see Table 1). Few of these applica-
tions can monitor chats such as WhatsApp [19]. FamiSafe [15], however, provides
these features alongside many others at the cost of 60 Euros yearly (see Table 2).

The research aims to evaluate said parent monitoring applications and recognize
important and missing aspects of parental monitoring applications. Based on the
results, an alternative application is developed, addressing the desired features with
a user-friendly interface. This research is divided into these research questions (RQ):

RQ1. What aspects do parents value in parental monitoring applications?
RQ2. What aspects of parental monitoring applications need to be improved or
implemented?
RQ3. Can an alternative be implemented that improves upon existing parental
monitoring applications?
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Table 2 Price, features, and reviews of parental monitoring applications

Price and features Praised aspects Disliked aspects

Qustodio [13]
e42.95/month [24]
• App and content filtering
• Activity monitoring
• Setting usage limits
• Calls/SMS monitoring
• Location tracker
• Warnings for threatening
activities

• Chat monitor (WhatsApp,
messenger)

Positive reviews: 46%
• 32% were generally
positive

• 8% restrictive features
• 3% good design
• 2% monitoring features
• 1% location tracker

Negative reviews: 49%
• 11% of bugs occurred
with the restrictive features
• 11% high price
• 8% generally negative
• 7% is bypassed easily
• 4% of bugs occurred
• 4% hard to configure
• 4% of bugs occurred with
the monitoring features

FamiSafe [15]
$10.99/month [25]
• Location tracker and gallery
monitoring

• Activity monitoring and web
filters

• App blocker and screen time
control

• Monitor social media for
suspicious texts

• Browser history monitoring
• YouTube monitoring and
restricting

Positive reviews: 84%
• 24% monitoring features
• 22% location tracker
• 15% generally positive
• 14% restrictive features
• 5% good design
• 2% YouTube restrictions
• 2% web filters

Negative reviews: 16%
• 7% high price
• 4% generally negative
• 2% of bugs occurred
• 3% hard to configure

2 Related Work

During an analysis of reviews of some parental monitor applications, Alelyani et al.
[20] found that parents are dissatisfied with the cost, performance, and ease of use
of the parental monitoring applications they use. On the other hand, adolescents
are dissatisfied with the effects of their parental monitoring application on their
autonomy. McNally et al. [21] also discussed the same concerns. However, this
research could not identify what features were missing in any parental monitoring
applications.

In addition, research has been conducted on how certain parental control appli-
cations achieve privacy and security [22]. The authors considered parental control
applications Norton Family. This research has discovered that Norton Family, upon
visiting the website, does not encrypt the user data, exposing the user to a major
privacy threat. In relation to the development of the application,Warner et al. [26] plan
the stages and provide facilities for the development of Android monitoring applica-
tions. Instructions such as monitoring calls and browser history are considered. None
of thementioned parental monitoring applications directly protect children’s privacy.
Parental OnlineConsent forKid’s Electronic Transactions (POCKET) [27] addresses
this directly. It possesses several significant aspects being able to automate parental
consent, managing priorities for collected data, viewing the data that is being stored,
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and verifying the privacy practices of a given website. Instructions from the devel-
opment of POCKET were considered. SafeChat [28] takes a preventive approach
to cyberbullying by censoring harmful words and providing a safe environment for
the child. The research [28] gives instructions for achieving censoring and security,
which were taken into consideration.

The next section discusses how the research questions are answered. This will be
done by analyzing popular parental monitoring applications and the reviews parents
have given them.

3 Methodology

This section is dedicated to the methodology of research questions, also shown in
Fig. 1. The existing applications and their features are also analyzed in Sect. 3.1.

Fig. 1 Methodology
visualization
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Step 1—RQ1, RQ2

These questions are answered by categorizing the application’s reviews on Google
Play Store as mentioned in Sect. 1 [10–15].

For every application, the latest 100 reviews are picked. This is done to determine
the consensus on the latest features of each application.

Step 2—RQ3

Using the answers to the first two research questions, an application is created, aiming
to solve some of the lacking aspects. These aspects were determined by negative
reviews and the reviews that request missing features.

3.1 Evaluation of Existing Solutions

The parental monitoring applications [10–15] with the highest number of downloads
and comments on the Google Play Store were chosen for analysis of their reviews
and features (see Tables 1 and 2).

Requested Features from Popular Applications’ Reviews

• Requested from four reviews to have amore efficient aggregation of chatmessages
in Qustodio.

• Requested from one review to have pictures shown along with chat messages in
Qustodio

• Requested from one review to have monitoring of calls in Google Family Link

The reviews of all these applications will be discussed more in-depth in the next
section.

4 Results

In this section, the parent’s reviews will be analyzed to answer research question
1 and research question 2. Using the analysis, a developed free alternative will be
discussed in Sect. 5 that aims to help parents with monitoring their children.

4.1 Research Question 1

Considering the analysis of the 500 reviews in Tables 1 and 2, the value of a feature
is determined by the frequency with which it is mentioned by different reviews.
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Ranking these features by this value gives the following list (features can also be
seen in Tables 1 and 2):

1. Restrictive—limit the time a given application is used (16.0%—54 positives,
26 negatives).

2. Monitoring—see how much time is spent per application (8.2%—37 positives,
4 negatives).

3. Locating—receive alertswhen children leave a set perimeter and track the visited
locations (6.2%—26 positives, 5 negatives).

4. Web Filters—limit the usage of websites containing a specified category such
as pornography or gambling (6.0%—8 positives, 0 negative).

5. Chat Monitoring—keep track of what texts are being exchanged (1.0%—5
feature requests)

6. Blocking YouTube channels (0.4%—2 positive, 0 negative).
7. Calls/SMS Monitoring (0.2%—1 feature request).

4.2 Research Question 2

Considering the analysis from Tables 1 and 2, the list below lists the features that
need to be improved according to parents. The items on this list are ranked by having
the feature’s number of negative reviews divided by the frequency with which it is
mentioned. The last two are requests from parents.

1. Restrictive Features (32.5%)
2. Location Features (19.2%)
3. Monitoring Activity (9.8%)
4. Monitoring Messages (1.0%—5 feature requests)
5. Calls/SMS Monitoring (0.2%—1 feature request)

Additional requirements have been gathered based on other negative reviews:

1. Consistent functionality (55%)
2. Affordable price (23%)
3. Good design (19%)
4. Hard to bypass (16%)
5. East to configure (11%)

5 Developed Solution

Based on the answers to research question 2, desired features that are not present
in any free applications are blocking contacts and monitoring SMS and calls. This
section discusses the development of an application for the child’s Android phone
and a web application for parents to monitor contacts, SMS, and calls. The Android
application requires Android version 21 or above.
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5.1 The Child’s Android Application

The application gathers data about SMS and calls and uploads the information to a
Firebase Realtime database which is also compliant with GDPR [29]. The Firebase
Realtime database stores the data per mobile phone and allows parents who view
the web application to receive updates in real time. The application was developed
using Android Studio Bumblebee 2021.1.1 and Java 17. Due to the main idea of the
application being to collect data, no user interface was developed. When installing
the application, the following permission needs to be granted: calls logs, contacts,
SMS, and phone. Blocking contacts was an intended feature that was not possible to
be implemented. This is because all the possible solutions do not work on the current
version of Android Studio. During the first installation, parents must authenticate
themselves with their Google accounts. This account will also be used for the web
application.

5.2 The Parent’s Web Application

Using their Google account, parents can log in to the web application and monitor
their children’s SMSand calls. Logging in is done using a pop-up (theweb application
requires the user to allow pop-ups to be shown). It was developed using Svelte [30], a
JavaScript framework, and Tailwind [31], a CSS library. The rules set in the Firebase
Realtime Database allow accountants to be able to access and modify only their
information, protecting users from outside risks [32]. The data is stored in the plain
text due to the short development period. The sidebar of the website has tabs with all
the website’s pages. The first is the call tab (see Fig. 2) which provides an analysis
of the calls for the current month and a column with all the calls. Every call displays
the contact, date, and duration of the call.

The distinct types of calls are also shown: REJECTED, INCOMING,
OUTGOING,MISSED. The list can be filtered by name and phone number. Each call
has a button with a lock icon next to it. That button is supposed to block the contact,
but this functionality cannot be implemented anymore on Android. The second tab
is contacts/SMS (see Fig. 3). It has a column for SMS and contacts and can also
be filtered. The block icon can also be seen next to each contact. The list of SMS
possesses information about who the sender is, when it is sent, the body of the SMS,
and whether it was RECEIVED or SENT.

5.3 Discussion

The implemented alternative does not possess plenty of premium features, itmakes up
for it by being easy to configure, well designed, and free. Parentswho are interested in



Online Protection for Children Using a Developed Parental Monitoring … 213

Fig. 2 Web application calls page

Fig. 3 Web application contacts/SMS page

personally testing the application can find the application’s apk (https://drive.google.
com/file/d/1zIyCMq8BcwElUdcnNRtt7SNQUOcdz_lQ/view?usp=sharing) and the
web application (https://candid-frangipane-13f547.netlify.app/) are online. Permis-
sions for the applications can be given upon application launch or in the settings.
The code for the Android application (https://github.com/MartinStoev00/ParentAnd
roid) and Svelte web application (https://github.com/MartinStoev00/ParentSvelte)
are both available online.

https://drive.google.com/file/d/1zIyCMq8BcwElUdcnNRtt7SNQUOcdz_lQ/view?usp=sharing
https://candid-frangipane-13f547.netlify.app/
https://github.com/MartinStoev00/ParentAndroid
https://github.com/MartinStoev00/ParentSvelte
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6 Conclusion and Future Work

This research found missing features in popular parental monitoring applications
(Google Family Link, Kids Place Parental Controls, Norton Family Parental Control,
Qustodio, FamiSafe) such as monitoring calls, SMS, messages, social media moni-
toring, and more. Based on these limitations, a call, SMS, and contacts monitoring
Android application were developed. The developed tool lacks a wide range of
features; however, parents can still use it to protect their children. For future work,
the focus is on implementing the blocking of contacts and other premium features.
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12 bit 1 ps Resolution Time-to-Digital
Converter for LSI Test System

Daisuke Iimori, Takayuki Nakatani, Shogo Katayama, Misaki Takagi,
Yujie Zhao, Anna Kuwana, Kentaroh Katoh, Kazumi Hatayama,
Haruo Kobayashi, Keno Sato, Takashi Ishida, Toshiyuki Okamoto,
and Tamotsu Ichikawa

Abstract This paper describes a 12 bit, 1 ps resolution, 5 ns full-scale time-to-
digital converter (TDC) for LSI test system application. The TDC is realized with
discrete electronic components on a board for low cost, which is suitable for LSI
test system application and expected to use as built-in self-test circuit (BIST). In
the TDC, the upper 9 bits are obtained by successive approximation register (SAR)
configuration using 9-bit programmable variable delay elements, while the lower 3
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bits are by injecting jitter at the TDC input, measuring 100 times and estimating
the most probable digital value with the statistical processing. The prototype TDC
performance is evaluated with experiments.

Keywords Time measurement · TDC · SAR · Vernier TDC · Jitter injection ·
Cumulative distribution function · LSI test system · BIST

1 Introduction

A time-to-digital converter (TDC) is used to measure the time difference between the
edges of two timing signals as a digital output (Fig. 1). ATDCwith 1 ps resolution can
be achieved in advanced LSI process, but its development cost is extremely high and
development time is long; it can be used such as in consumer electronics products,
where large volumes are shipped. However, it is not for some LSI test systems, where
such large volumes are not used [1]. In this paper, we show a TDC using discrete
electronic components with comparable performance to the one on advanced process
full custom IC. Our design techniques, implementation and measurement results are
shown.

2 Proposed TDC Architecture

2.1 SAR TDC for Upper Bits

Before going into the SAR TDC, a description of the SAR TDC is given. In the SAR
TDC, the sampled analog signal and the output of DAC are sequentially compared
starting from MSB to LSB so that they match.

• Sample and hold the analog input voltage signal.

Fig. 1 Time difference measurement by TDC
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Fig. 2 Prototype SAR TDC configuration to obtain the upper 9 bits

• Set “1” to MSB in the SAR logic.
• The digital value from the SAR control logic is converted to an analog value by

the internal DAC
• Compare the sampled voltage with the DAC output voltage.
• In case, the sampled voltage is larger than DAC output voltage, set MSB to “1”.
• Otherwise, set MSB to “0”.

The above operation is repeated from MSB to LSB.
The SAR TDC uses this principle of successive comparison to measure the time

difference between two clocks (Fig. 1) [2–6].
Now the circuit operation of the prototype SARTDC is explained (Fig. 2). The two

input clock signals CLK1, CLK2 are provided to dual 9-bit programmable variable
delay device; one is set as the reference (delay = 0) and the other is set to variable
delay with 9-bit resolution (n = 0–511) by Arduino control. Both outputs go to the
comparator (D Flip-Flop) and its output is provided to the SAR control logic. Based
on this, the SAR control logic outputs a multiplexer selection signal in the dual 9-bit
programmable variable delay element based on the binary search principle. The 9-bit
digital output can be obtained by repeating these operations [7].

2.2 Vernier TDC for Lower Bits

In this section, the Vernier TDC circuit and operation to obtain fine time resolution
as lower 3 bits is explained (Fig. 3) [8–10].

1. Search for a value as the same delay value as sig. clock by varying the delay
value in the SAR sequence for ref clock. The delay value at this time is set as
tdc(n), where n ranges from 0 to 511.
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Fig. 3 Our prototype SAR TDC with jitter injection at the input

2. The voltage Vtdc is obtained by integrating the time comparator (DFF) output
as shown in Fig. 3. Let the output voltage of tdc(0) be Vtdc(min) and the
output voltage of tdc(511) be Vtdc(max), and normalize to Vtdc(min) = 0 and
Vtdc(max) = 1.

3. Apply jitter generated from a signal source to ref clock, set tdc = n measured
in the above step 1 and measure Vtdc(n). Vary n (from n − m to n + m) by
jitter application width and measure Vtdc(n ± m) at each code. Each Vtdc is also
normalized from 0 to 1.0.

4. Jitter is applied to the ref clock, so that the delay value obtained by the SAR TDC
is varied by the normally distributed probability density function in Fig. 4 (top).

5. The integral output Vtdc of the time comparator in each code corresponds
to a cumulative distribution function between 0 and 1.0 as shown in Fig. 4
(bottom). Based on the cumulative distribution function, plot the Vtdc(n − m)

to Vtdc(n + m) measurement data, and from the approximate curve, the point
where the cumulative distribution = 0.5 is obtained as the most probable delay
value [11].

Notice that the resolution of the variable delay is 10 ps, so the jitter application
width is estimated to be around 100 ps. The accuracy can be improved by increasing
the integration time of the time comparator.

3 Implementation and Measurement Results

This section shows implementation and measurement results of the proposed TDC
using discrete electronic components on a board.
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Fig. 4 Probability density
function and cumulative
distribution function

3.1 Variable Delay Device

In our experiment, a delay is generated between channels by controlling a dual 9-bit
variable delay device (NB6L295M: ON Semiconductor) with Arduino device. We
evaluated its linearitywith a 2GHz digital oscilloscope (R&SMSO-1022). The delay
range is 11.13 ps/LSB between 0 and 5.6 ns with 9-bit resolution. After correcting the
zero offset delay, the delay was calculated to obtain INL using the 0-to-510 end-point
method.

Arduino was used in Raspberry Pi Pico development environment for the
prototype TDC measurements.

The circuit configuration including the delay IC is shown in Fig. 5, while the
measurement on the actual device is shown in Fig. 6. Here, the output of the function
generator is set to SYNC. In addition, the delay IC input section level conversion
(ADN4665) and output section level conversion (100EPT23) are chip-separated at
CH1 and CH2 (linearity would be deteriorated if they were on the same chip).

We see from the measurement results in Fig. 7 that the nonlinearity of the device
is estimated to be within around 1–2 LSB (~20 ps). The reason for the deterioration
of linearity at high bits (around code 500) would be an error caused by the expansion
of the measurement range of the digital oscilloscope.
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Fig. 5 Delay IC circuit using 9-bit programmable variable delay elements

Fig. 6 Measurement environment for the delay IC circuit with 9-bit programmable variable delay
element

3.2 SAR TDC

The linearity of the SAR TDC part using the delay IC measured in Sect. 3.1 is evalu-
ated. The SARTDC is shown in Fig. 8, and its measurement environment is shown in
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Fig. 7 Measured nonlinearity of the programmable delay line device

Fig. 9. Averaging was performed to reduce TDC measurement variation; averaging
is necessary depending on the amount of jitter contained in the measurement signal.
The measurement time was 260 µs without averaging.

Multiple signal levels (CMOS, LVDS and PECL) are mixed and there are many
level shift sections. The delay IC signals uses LVDS (differential signals), and the
control signals are at CMOS level, while the input and output of the fixture are at
3.3VCMOS level. This configurationwas due to usageof available ICs for immediate
delivery.

Measurements were carried out with averaging of 100 times. The measurement
results in Fig. 10 show that the nonlinearity is within ±2 LSB.

3.3 Vernier TDC

The fine delay values for out prototype TDC were evaluated using the Vernier prin-
ciple presented in Sect. 2.1. In this experiment, the Levenberg–Marquardt method
was used to obtain an approximate curve from the measured data [11]. This method
is an iterative method that finds the minima of a function expressed in the form of the
sum of the squares of a nonlinear function. This is considered as a combination of the
steepest descent and Newton’s methods and this is the standard method for solving
a nonlinear least squares problem, which are to find the minimum of the sum of
squares of a nonlinear function). From the approximate curve of the obtained cumu-
lative distribution function (Fig. 11), the delay value of this cumulative distribution
function is obtained as 0.5. As a result, a Vernier TDC value N = 134.9 (equivalent
to 1 ps resolution) is obtained.

The Vernier TDC conversion time in the current experiment is about 13ms, which
consists of 2.6 ms for the upper 9 bits with 10-time averaging of the SARTDC output
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(a) Delay generation part

(b) Comparator and peripheral part 

Fig. 8 SAR TDC part using the programmable delay line in Fig. 5 as a delayed input

to obtain the center code value and 10 ms for the lower 3 bits with 10 measurement
points (jitter application of about 100 ps p-p) to obtain the approximate cumulative
density function. It is estimated that measurement in a few milliseconds is possible
by optimizing the measurement time, (e.g., by minimizing the time constant of the
comparator).
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Fig. 9 Measurement environment of the prototype SAR TDC in Fig. 5

(a)1st.measurement (b) 2nd measurement

Fig. 10 Linearity assessment of SAR TDC
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Fig. 11 Approximation curves for measured data using the Levenberg–Marquardt method

4 Conclusion

We have developed a 12bit 1 ps time resolution TDC using discrete circuits for LSI
test system application; the high performance TDC can be implemented at low cost
and in short development time. The prototype TDC was realized with combination
of commercially available electronic components and standard analog modules. As
a delay element used for obtaining the upper 9 bits with SAR TDC configuration,
a 9-bit 10 ps resolution programmable variable delay element was controlled by
Arduino and its INL was measured to be within ±2 LSB. For obtaining the lower
3 bits, the time resolution was improved by 10 times (up to 1 ps) by applying jitter,
100 times measurements and statistical processing.

The following are potential applications of this technology.

1. Accurate measurement of the pulse width time as well as the time difference.
2. Application of this technique to the ADC performance improvement, such as

monotonicity and differential nonlinearity (DNL) improvement. Here theVernier
TDC time resolution is improved from the approximate cumulative density
function and this is applicable to the ADC.

Future plans are as follows:

1. Application of an appropriateGaussian characteristic jitter from the signal source
to improve fine time measurement accuracy with variable jitter amount.

2. Usage of a coaxial phase variable (CDX-PS200-6GT, continuously variable from
0 to 200psec) to improve delay accuracy.

These are ready as shown in Fig. 12.
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Fig. 12 Improved Vernier TDC circuit
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Society 5.0 A Vision for a Privacy
and AI-Infused Human-Centric Society
Driving a New Era of Innovation
and Value Creation

Elizabeth Koumpan and Anna W. Topol

Abstract In 2016, government of Japan defined Society 5.0 as a human-centered
society (What is Society 5.0—Government of Japan: https://www8.cao.go.jp/cstp/
english/society5_0/index.htmlCebit. Society 5.0: Japan’s digitization. http://www.
cebit.de/en/news-trends/news/society-5-0-japans-digitization-779 [1]) in which the
need to address social problems and economic advancement is balanced. Based on
innovation and a highly integrated physical and cyberspace, this optimized organi-
zational structure enables the creation and delivery of new services and products for
those who need them when they need them, providing unique value, breaking the
sense of stagnation, and enhancing society as a whole. We already see the emergence
of connected industries collaborating innovatively to deliver new services. Advances
in edge technology, blockchain, and 5G provide means for more connected ecosys-
tems. In the future, they will further focus on value creation for society, sharing the
data, and utilizing AI, while keeping data protected and secure. This paper studies
some of the challenges which need to be addressed to realize the Society 5.0 vision.

Keywords Society 5.0 · Ecosystems · Innovation · Connected industries ·
Human-centric · AI · Edge computing · Value creation · Data sharing

1 Introduction

Society 5.0 is a vision for privacy and an AI-infused human-centric society in which
economic advancement is as significant as resolving societal problems. Its focus is to
deliver a new added value to society by utilizing advanced technology like artificial
intelligence (AI), edge computing, the Internet of Things (IoT), and 5G solutions
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[3–6]. Connecting people and organizations via access to data and technology will
unlock the potential of data by sharing it safely and with privacy protection across
connected ecosystems and industries.

The Covid-19 pandemic has accelerated Society 5.0 and ecosystem thinking,
highlighting issues related to operational focus on efficiencies without appropriate
risk management [7]. Addressing pandemics and other societal calamities requires
collaboration beyond the public sector involving enterprises, subject matter experts
(SMEs), and coordinating non-governmental organizations (NGOs) to drive new
data gathering and management processes. How people work, learn, buy, and how
businesses interact with their consumers, partners, and one another will be forever
changed.

As we transition toward to Society 5.0, connected industries bring to the forefront
new challenges and opportunities [8]. We already see how digital technologies are
changing consumer expectations and blurring traditional industry boundaries. Uber
Technologies changed Transport and Logistics Industry, while Apple, a Technology
Company, now offers a credit card [9]. Ecosystem expansion of Ping An of China is
bringing together health care, insurance, housing, and banking. Amazon’s business
transitioned from books to retail and beyond, creating the industry notion of “getting
Amazoned” [9, 10]. We are also observing the creation of new ecosystems that
becomemulti-sided value nets with enterprises at their core. These ecosystems focus
on access to extrinsic organizations. They use data and AI to create new value via
analytical insights [11].

2 Business Trends and Drivers for Society 5.0

The Society 5.0 trends will cause new business models to shift from output based
(i.e., buy/sell/own for profit) to outcome/impact based. In this new model, focus will
be on new personalized, purpose-led services involving ecosystem participants from
multiple industries, driving higher incomes for participants and other businesses,
the stickiness of participants in the ecosystem, decreasing the cost of acquiring
customers, etc. The first question we address: What are prevailing business trends
and drivers that are sufficiently disruptive and consequential for delivering on the
promise of Society 5.0?

Figure 1 Top 10 transition trends and new ecosystems drivers highlight our find-
ings, as identified based on existing work done by IBM helping clients with human-
centered ecosystems and analyzing examples in public domain. In summary, for
Society 5.0, trust and human centricity will lead to advancements in:

• Ethics, Impact, and Purpose—Open, trusted, peer-endorsed services/ products.
• Decentralization of Control/ Power—more loosely coupled ecosystems where

leaders release more power to participants to fuel the “network” effect.
• DataDemocratization—bring your owndata, data used for social and sustainable

innovation.
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Fig. 1 Top 10 transition trends and new ecosystems drivers (this study)

• Connected Cyber/Physical Society -the instrumentation of the physical world
with IoT and edge computing.

• NewData Sources and Standardswill combine existing datasets with new ones
to set the foundation for contextual computing and highly adaptive cyberphysical
systems for many industries.
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• Resiliency by Design—a guiding design principle that is not only a technology
requirement but also a business imperative that will create opportunities for new
entities like “Group Formed Networks” (based on shared interests)

3 New Ways to Monetize and Create Value

To date, enterprise valuation and monetization models focused on “enterprise-
centric” views are not sufficient for the evolving ecosystem value nets emerging in
Society 5.0. They need to go beyond enterprise-centric value models and look at the
industry and societal value nets that form the heart of sustainable ecosystem success.
As Society 5.0 evolves, the decentralized ecosystems will become the foundational
source for value creation and distribution. That is whywe see a strong need to develop
methods and approaches to understand growth and dynamics of complex ecosystems.
A complex multi-sided monetization strategies will be adopted, further increasing
the merge of industry boundaries with producers and consumers as stakeholders
side-switching and playing either role at any given time [12].

An additional complication arises from the fact that supply chain economics
today is not reckoning values with unaccountable profit related to the quality of life,
strengthening community, the health of our environment (air, soils, water, plants,
and minerals), or building trusting relationships. These natural capital assets provide
clean water and air, a supply of food, medicine, shelter, energy, and rawmaterials for
manufacturing.They also delivermore discreet benefits, including climate regulation,
natural disaster control, pollination, and, therefore, the production of crops. They are
critical for Society 5.0 as they related to securing the necessities of life for farms,
communities, organizations, and ecosystems in general [13]. Figure 2. Enterprise
vs. ecosystem value nets highlights the key transition aspects from the traditional
enterprise value model (based on capital invested in the organization, information
and technology, people, and processes) to the ecosystem value nets (based on natural,
infrastructure, social, cultural, collective, and individual capital components).

To fully monetize in the ecosystem economy, understanding the value flows
(which tightly link to data flows) helps to determine points of “settlement,” “trade,”
and “value” at microlevels. This is essential when identifying the complex struc-
ture of multi-stakeholder remuneration. Figure 3. Enterprise versus ecosystem value
nets, showing the differences between the enterprise value chain and exemplary
ecosystem value net assessed in our study. To do so, full process of the data flow
across the ecosystem will have to be understood, including its generation, usage,
storage, ownership, and elimination. To establish new industry structures and further
advance AI deployments, enablement of cross-industry information sharing platform
supported by a common and shareable by all infrastructure is critical [14].
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New Routes to Value

Fig. 2 Enterprise versus ecosystem value nets

Fig. 3 Enterprise versus ecosystem value nets (this study)

4 Utilization of Data and AI

We live in times when data has become a commodity [15]. What is done with the data
leads to value creation, enabledwhen an organization institutes data democratization,
coupledwith appropriate data governance (see Fig. 4.Utilizing data for new insights).

The nature of the data involved (source and quality) and the process of data use
(how and where data us used) define the data value opportunity. As shown in Fig. 5.
Routes to ecosystem value capture, in 2017, IBM identified six routes to capture
value in the ecosystem: Anchor Enterprise, Anchor Ecosystem, Standards Route,
Peer to Peer, Data Led, and Capability/Asset/Service Led.

The real value of data within an ecosystem and the key to unleashing the next level
of value creation in Society 5.0 span from a network that leverages data input from
multiple entities and sources. User-centric data ecosystems are becoming a norm,
where participants can collect and share data, collaborate, exchange information,
and deliver insights. Emphasis on ease of consumption and understandable access
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Know source and quality of data to 
understand its value

• Completeness:  A more complete dataset, is more 
valuable since it reduces bias.

• Consistency: How data conforms to the syntax of its 
definition drives consistency measures.

• Accuracy: How correctly the data describes the “real 
world”.

• Timeliness: How up to date the data is and how 
frequently the dataset is updated

• Exclusivity: The uniqueness of the dataset drives the 
value of the data.

• Usage Restrictions:  Restrictions may limit valuable 
options. 

• Liability and Risks:  Potential liabilities and risks 
may increase costs and reduce value.

• Interoperability/Accessibility: The degree to which 
barriers are removed to leverage the data and gain 
insights most effectively.

Fig. 4 Utilizing data for new insights

Fig. 5 Routes to ecosystem value capture (IBM Corporation 2017)

to good data by all participants expedites end-user adoption of and engagement with
the ecosystem and hastens the value creation process.

Of course, not all ecosystem participants will want to openly share all data. AI
models are valuable intellectual property and may or may not directly have access
to the data they were trained on. Further, regulations may restrict data sharing and
require the enforcement of privacy and licensing rights.
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Trusted data and metadata are vital when developing and running AI-based
solutions. It requires appropriately curated sources (such as non-biased data) and
appropriate data governance (standards, provenance, and proper use).

4.1 Data Value Realization

Sometimes called “decision-centric computing,” [16] the need to understand and
utilize data goes beyond data integration and governance. The process of gaining
insights and realizing full potential from data consists of three steps: (1) putting data
into context, (2) understanding its relationships with other data or events, and (3)
taking action or decision. In Society 5.0, thiswill be enabled by advanced data sharing
patterns among participants of the connected ecosystems with AI as a mechanism to
extract the correct value from the shared data.

The Society 5.0 value proposition [17] rests on a logical framework in which
several technology components interact to provide value to society, whether or not
those members currently derive value from their participation in technology-oriented
ecosystems. Such a logical architecture supports the function of new, more inclusive,
higher value ecosystems by defining the content and relationships among a set of
constituent physical architectures and, by extension, the parties affected by those
ecosystems. In this human-centered society, value is realized via information sharing,
infusion of AI capabilities, and elimination of geographic and language gaps to
enable economic growth and personalized products and services [18]. Some of the
early industry examples focused on collaborative systems include:

• InOil andGas—7companies ofPetroleumAssociationof Japan and13 companies
[19] of Petrochemical Industry Association jointly developed prediction models
for internal and external corrosion—sharing plant data and verification of effects
through analysis model collaboration

• Ship data center—to create an environment in which the use of navigational data
is promoted by establishing and managing data related to ships, including the
collection & accumulation of navigation data.

• Petroleum (O&G) data center—adapted to refinery safety by sharing various data
and physical models on the platform.

• Universal material incubator—by classifying and analyzing the diverse technolo-
gies and peripheral information of dispersed materials and chemical industry by
business and project, new materials can be created.

• Agriculture—as shown in Fig. 6. Crop farming cloud ecosystem example.

As assets and/or their corresponding data are being shared and exchanged securely
among ecosystem participants or algorithms must be developed to follow data
exchange standards and value the data in context based on the use case.
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Fig. 6 Crop farming cloud ecosystem

There are many advancements related to ability to share information without
sharing the data. These include:

• Federated learning: in which each participating organization trains an ML model
on using their own data. Then the models are combined as federated ML model.

• This aggregation enables the participants to develop a bettermodelwithout sharing
or access to other participants’ data.

• Differential privacy: focuses on withholding information about individuals by
only sharing information about dataset groups.

• Fully Homomorphic Encryption (FHE): focused encryption that permits opera-
tions (computations) directly on encrypted data, without first decrypting it.

• Zero Knowledge Proofs (ZKP): Method by which Prover can prove to a Verifier
that a given statement is true (or a given value is known) avoiding exchange of
any additional information.

• SecureMultipartyComputation (SMC): Cryptographic protocol sharing a compu-
tation (an aggregate function) without sharing data or details (e.g., the ecosystem
calculates number of parts in its inventory without sharing any individual
company’s inventory).

4.2 Value Distribution

The value of the data is limited by the expected increase in profits for the organization
to the extent that it changes the business (economic) value of the desired outcome.
That change can be accomplished by decreasing the likelihood of “bad” outcomes
(reducing risk) or increasing the probability of good outcomes and needs to take the
ecosystem’s participant’s risk profile into account.Decision theory andmodern utility
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theory [20] offer a mathematical method for modeling risk tolerance. Generally, as
wealth increases, so does risk tolerance. Also, economic and market forces dictate
how value is distributed among the participants. Our social media posts generate
income for the social media companies, but only “entertainment” for us.

Keyquestion for the Society 5.0 ecosystems of partners is:Howmuchof the excess
value created using the data goes to each participant or the ecosystem as a whole?
Do participants who benefit more pay more? Does everyone pay the same, and how
they derive value is up to them? Do we simplify the problem by creating different
classes of participants? For example, different costs for small family farms versus
large corporate farms for sensor data? Who has the market power? For instance, in
an ecosystem run by a corporation, like the Apple Store or Amazon Marketplace,
the ecosystem owner has enormous market power and can almost dictate prices and
retain a significant proportion of the transaction value as an enabling fee.

The three typical approaches typically used to value any asset can also be applied
to data valuation [21]:

The Income Approach is the most theoretically staunch however requires a
subject matter expert (SME) to deploy. It takes into account the ability to generate
future cash flows for the data owner and the incremental cash flow benefits to the
consumer who is using (or purchasing) the data.

Market Approach takes into account the current market value for this type of
data, considering the most relevant business and technology substantiation.

The Cost Approach typically focuses on current market value (not future state)
and, when considered from the data provider’s viewpoint, accounts for the total cost
to generate the data assets (including design, test, and delivery). However, from a
data consumer point of view, the cost approach accounts for (1) the cost to reproduce
or (2) the cost to replace the similar data input and its generation method.

A completely different approach to valuing intangible data assets is based on the
Cooperative Game Theory Approach [22]. In this approach, there are N "players"
who can form a coalition S (a set of players). All the members of a coalition coop-
erate with each other to increase the value of the coalition. The grand coalition is the
coalition of all players. A valuation function v(S) computes the “value” of the coali-
tion S. A function v(S) is defined for all subsets S of the grand coalition. A solution is
a vector x(i) that represents the allocation of rewards or values to each member "i" of
the coalition. For our purpose, each player is a dataset or capability, and a coalition
S is the aggregation of datasets and capabilities, creating a single, combined dataset.
The x(i) is the “value of a dataset i.” We train a specific ML algorithm M using all
the data in S (against fixed ground truth if supervised ML) to create model M(S). It
is a very general approach. Valuation function v(S) can be defined in many different
ways.
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5 Next Steps

There are technical, business, regulation, and corresponding policy challenges related
to data, information, and infrastructure sharing, especially in the view of future
complex multi-sided ecosystems. Massive efforts of AI engineering (similar to tradi-
tional software engineering) focus on ensuring the quality of data, metadata, and
models, guaranteeing fairness and addressing explainability. In addition, legal rela-
tionships between AI-based software right and liability are being considered. Data
shared by users may have economic value to users and vendors but clearly defined
licensing, regulations, and understanding of how such data is used are required.
Deployment of advanced technology for the protection of such data is also critical.

As user’s data, information or assets are exchanged in multi-ste ecosystems;
the question arises on how to track and measure the value it contributes to all
the ecosystem participants. Value frameworks need further refinement to be more
sensitive and reflect the natural, social, and cultural capital from human interac-
tions with ecosystems. They need to go beyond accounting for economic impact and
include unprofitable externalities (e.g., enhanced quality of life, community empow-
erment, or care of our environment). These traceable value nets will automatically
quantify the value gained by the contributor from sharing its assets to ensure a fair
exchange of value.
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Abstract The development of investment recommender systems (IRSs) has
increased due to advancements in technology. This study aims to present a newmodel
for IRSs based on potential investor’s demographic data and feedback, using fuzzy
neural inference solutions. Both qualitative and quantitative methods were used in
this research, including a review of past studies and analysis of data through Scopus
analyze tool, Voyant, and VosViewer. The proposed model combines expert’s knowl-
edge with demographic data to present the most suitable type of investment through
an adaptive neuro-fuzzy inference recommender system. The model is processed
in several steps, including clustering investment data types in JMP and proposing
the results through MATLAB. This study provides a framework for IRSs that can
give relevant and accurate recommendations for potential and actual investors, thus
enhancing their investment experience.
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1 Introduction

Customer demographic data and information are one of the most important sources
in examining the past, present, and future of a company. In recommender systems,
these data and information play a very important role in providing suitable recom-
mendations to the customer. Kanaujia and his colleagues also believe that recom-
mender systems are tools based on customer needs [1, 2]. This issue is obvious and
considering that the customer’s demographic information plays a significant role in
providing appropriate advice to the customer. This research has tried to provide a
new model for the recommender system to recommend the type of investment by
using adaptive neural fuzzy inference (ANFIS). For this purpose, the demographic
information collected from potential customers is classified using machine learning
techniques and considered as system input, and the system output is the suitable type
of investment for the specific investor.

2 Literature Review

Several studies have explored the fundamental concepts of this research topic. The
following are some examples of these studies. Paranjape-Voditel and Umesh [1]
proposed a recommender system for stock market portfolios based on association
rules that analyzes inventory records and suggests suitable portfolios. In 2017, a
collaborative filtering-based recommendation devicewas proposed for financial anal-
ysis based on savings, costs, and investments using Apache Hadoop and Apache
Mahout [2]. Hernández et al. [3] evaluated the state of the art in financial technology
to design a recommender system. They introduced a social computing platform based
on virtual organizations that allows people to enhance their experience in activities
related to financing recommendations. Tejeda-Lorente et al. [4] developed a risk-
aware recommender system for hedge funds, considering multiple factors such as
current yields, historical performance, and industry-wide diversity. Faridniya and
Faridniya [5] presented a resource allocation and investment selection model using
data envelopment analysis for the Social Security Organization (SSO) in Iran, which
is responsible for the state pension fund. Their study revealed that the SSO’s current
investment strategy for the pension fund is at risk of bankruptcy, and a contin-
uation of this trend would increase the likelihood of bankruptcy. Tarnowska and
colleagues [6] designed a recommender system to enhance customer loyalty, which
supportsmanagers in identifying effective strategies for decision-making.The system
enables customers to view anonymous feedback from other customers and includes
a sensitivity evaluation feature. Sulistiyo and Mahpudin [7] investigated the demo-
graphic factors that influence the choice of investment types among amateur golfers
in Karawang City, Indonesia, dividing investment types into two categories: real
estate and financial assets. Their research showed that demographic factors such as
gender, occupation, education, number of family members, and income significantly
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affect the choice of investment type, while age does not have a significant impact. On
March 4th, 2023, a search was conducted in Scopus, utilizing the following formula,
to retrieve relevant documents on the research topic of interest:

(TITLE (“recommender” OR “recommendation” OR “decision”) ANDTITLE
(investment AND system)) AND (LIMIT-TO (PUBYEAR, 2023) OR LIMIT-
TO (PUBYEAR, 2022) OR LIMIT-TO (PUBYEAR, 2021) OR LIMIT-
TO (PUBYEAR, 2020) OR LIMIT-TO (PUBYEAR, 2019) OR LIMIT-
TO (PUBYEAR, 2018) OR LIMIT-TO (PUBYEAR, 2017) OR LIMIT-
TO (PUBYEAR, 2016) OR LIMIT-TO (PUBYEAR, 2015) OR LIMIT-TO
(PUBYEAR, 2014)).

After the search, 154 documents were found, out of which 44 full records were
imported into Zotero. Figure 1 displays the distribution of the documents by subject
area, indicating that the majority of them belong to the field of computer science.

According to Fig. 2, the documents in IRS are categorized by their funding spon-
sors. The majority of the documents are supported by the National Natural Science
Funds ofChina, followed by the Fundamental Research Funds for theCentralUniver-
sities. The research projects supported by the Fundamental Research Funds for the
Central Universities mainly focus on books and symposium papers.

After conducting an analysis, it was determined that there are 3947 data repository
files inMendeleyData related to “recommender” or “recommendation” or “decision”
and investment and system, which are available in various formats such as dataset
(1267), tabular data (639), document (366), collection (285), text (212), software/
code (109), image (57), file set (41), slides (26), video (26), audio (2), geospatial data

Fig. 1 Documents by subject area in IRS by scopus analysis tool

https://www.nsfc.gov.cn/english/site_1/index.html
https://data.mendeley.com/research-data/?repositoryType=NON_ARTICLE_BASED_REPOSITORY&amp;from=2014&amp;search=(%22recommender%22%20OR%20%22recommendation%22%20OR%20%22decision%22)AND(investment%20AND%20system)
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Fig. 2 Documents by funding sponsor in IRS by scopus analysis tool

(1), and others (2342). The author and index keywords from Scopus documents were
analyzed using Voyant, revealing a total of 2640 words and 1509 unique keyword
forms. The vocabulary density was calculated as 0.572, and the readability index was
68.616. Among the most frequently occurring words in the corpus were investments
(94), decision-making (60), investment decisions (39), decision support systems (36),
and multi (26). To provide a comprehensive overview of all keywords, a Cirrus was
created and included in Fig. 3, which displays a keyword cloud view of the most
commonly occurring Author and Index keywords. Additionally, Fig. 4 shows the co-
occurrence of the retrieved keywords in Scopus (154 documents) using VosViewer.

VosViewer was used to investigate co-authorship patterns in a set of 154 docu-
ments retrieved from the IRS database. Figure 5 displays the co-authorship relation-
ships among the documents, with most of them being attributed to Wang Y. The
authors of these articles represent a diverse range of countries, including the United
States, China, Turkey, and Poland, among others.

Fig. 3 Keyword cloud view of the most frequently occurring author and index keywords by Voyant

https://voyant-tools.org/?corpus=2a1ca198ea78230c2903dd4d3f4f8a06
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Fig. 4 Co-occurrence of the keywords in IRS by VosViewer

Fig. 5 Co-authorship in IRS by VosViewer
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Table 1 Most frequent
subjects in IRS (2019–2023) Subject Frequency

Decision support system 28

Renewable energy 9

Power systems 8

Artificial intelligence 6

Real estate 4

Multi-criteria decision analysis 3

Peer-to-peer lending 3

Machine learning 2

Carbon neutrality 2

System dynamics 2

Upon reviewing the previous research, it is evident that several topics gained
popularity during the period from 2019 to 2023. These topics included artificial
intelligence (AI) and machine learning, blockchain technology, renewable energy
systems and investments, decision support systems and models, digital transforma-
tion and Industry 4.0, sustainability and green investments, big data analytics and
predictive modeling, cybersecurity and risk management, peer-to-peer lending, and
alternative financing models, as well as real estate investments and portfolio opti-
mization. Table 1 displays the most frequent subjects based on the years 2019 to
2023 as per the IRS:

The most discussed topics include real estate investment, decision support
systems, investment decision-making, and renewable energy systems. In 2020, deci-
sion support systems and real estate investment were frequently discussed, while
in 2021, the focus shifted to renewable energy systems and investment decision-
making. In 2022, renewable energy systems and decision support systems were still
popular subjects. Looking ahead to 2023, the fintech ecosystem, decision support
systems, and investment decision-making are expected to be the most talked about
topics.

Table 2 displays the documents published in the last decade that have received
at least five citations from the IRS. The document with the highest number of cita-
tions is Gottschlich and Hinz’s 2014 paper. The data in the table has been retrieved
from Scopus. While several studies have been conducted on this research, none
have yet proposed a recommender system for investment products or types based on
the demographic characteristics of potential investors. This study presents a novel
ANFIS-based IRS that examines the demographic information of potential investors
and, using expert opinions, recommends the most appropriate investment product for
each customer group. This study’s innovation is the collection of data from potential
and existing investors to improve the ANFIS system. Additionally, the study utilizes
an intelligent fuzzy framework to generate rules, which can be improved based on
expert feedback.
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Table 2 Most cited documents in IRS (2014–2022)

Authors Title Year Citation

Gottschlich and Hinz [8] A decision support system for stock
investment recommendations using
collective wisdom

2014 68

Salge et al. [9] Investing in information systems: on the
behavioral and institutional search
mechanisms underpinning hospital’s is
investment decisions

2015 59

Zhou et al. [10] Effects of a generalized dual-credit
system on green technology investments
and pricing decisions in a supply chain

2019 40

Starita and Scaparra [11] Optimizing dynamic investment decisions
for railway systems protection

2016 37

Ullah and Sepasgozar [12] Key factors influencing purchase or rent
decisions in smart real estate investments:
a system dynamics approach using online
forum thread data

2020 35

Kovačić et al. [13] Optimal decisions on investments in
urban energy Cogeneration
plants—extended MRP and fuzzy
approach to the stochastic systems

2017 33

Del Giudice et al. [14] Real estate investment choices and
decision support systems

2019 32

Geressu and Harou [15] Screening reservoir systems by
considering the efficient
trade-offs—informing infrastructure
investment decisions on the Blue Nile

2015 31

Yan et al. [16] Pre-disaster investment decisions for
strengthening the Chinese railway system
under earthquakes

2017 28

Naranjo and Santos [17] A fuzzy decision system for money
investment in stock markets based on
fuzzy candlesticks pattern recognition

2019 27

Fang et al. [18] Assessment of safety management system
on energy investment risk using house of
quality based on hybrid stochastic
interval-valued intuitionistic fuzzy
decision-making approach

2021 24

Babaei and Bamdad [19] A multi-objective instance-based decision
support system for investment
recommendation in peer-to-peer lending

2020 24

Lakhno et al. [20] Development of the decision-making
support system to control a procedure of
financial investment

2017 24

(continued)
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Table 2 (continued)

Authors Title Year Citation

Teotónio et al. [21] Decision support system for green roofs
investments in residential buildings

2020 23

Mo et al. [22] Delaying the introduction of emissions
trading systems-implications for power
plant investment and operation from a
multi-stage decision model

2015 23

Kamari et al. [23] A hybrid decision support system for
generation of holistic renovation
scenarios-cases of energy consumption,
investment cost, and thermal indoor
comfort

2018 22

von Appen and Braun [24] Interdependencies between
self-sufficiency preferences,
techno-economic drivers for investment
decisions, and grid integration of
residential PV storage systems

2018 17

Renna [25] A decision investment model to design
manufacturing systems based on a genetic
algorithm and Monte-Carlo simulation

2017 17

Flora and Vargiolu [26] Price dynamics in the European Union
emissions trading system and evaluation
of its ability to boost emission-related
investment decisions

2020 15

Ali et al. [27] Does sustainability reporting via
accounting information system influence
investment decisions in Iraq?

2019 14

Kafuku et al. [28] Investment decision issues from
remanufacturing system perspective:
literature review and further research

2015 14

Keding and Meissner [29] Managerial overreliance on
AI-augmented decision-making
processes: how the use of AI-based
advisory systems shapes choice behavior
in R&D investment decisions

2021 13

Jankova et al. [30] Investment decision support based on
interval type-2 fuzzy expert system

2021 12

Ribas et al. [31] A decision support system for prioritizing
investments in an energy efficiency
program in favelas in the city of Rio de
Janeiro

2015 12

Akhmetov et al. [32] Mobile platform for decision support
system during mutual continuous
investment in technology for smart city

2019 11

(continued)
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Table 2 (continued)

Authors Title Year Citation

Quitoras et al. [33] Toward robust investment decisions and
policies in integrated energy systems
planning: evaluating trade-offs and risk
hedging strategies for remote
communities

2021 10

Akhmetov et al. [34] Decision support system about
investments in smart city in conditions of
incomplete information

2019 10

Bruaset et al. [35] Performance-based modeling of
long-term deterioration to support
rehabilitation and investment decisions in
drinking water distribution systems

2018 10

Li et al. [36] Risk decision-making based on
Mahalanobis-Taguchi system and gray
cumulative prospect theory for enterprise
information investment

2016 10

Akhmetov et al. [37] Model for a computer decision support
system on mutual investment in the
cybersecurity of educational institutions

2018 9

Cano et al. [38] A strategic decision support system
framework for energy-efficient
technology investments

2017 9

Al-Augby et al. [39] Proposed investment decision support
system for stock exchange using text
mining method

2016 9

Cabrera-Paniagua et al. [40] A novel artificial autonomous system for
supporting investment decisions using a
Big Five model approach

2021 8

Tao et al. [41] Review and analysis of investment
decision-making algorithms in long-term
agent-based electric power system
simulation models

2021 8

Khalatur et al. [42] Multiple system of innovation-investment
decisions adoption with synergetic
approach usage

2020 8

Papapostolou et al. [43] Optimization of water supply systems in
the water—energy nexus: model
development and implementation to
support decision-making in investment
planning

2018 8

Siejka [44] The role of spatial information systems in
decision-making processes regarding
investment site selection

2017 8

(continued)
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Table 2 (continued)

Authors Title Year Citation

Hu and Zhou [45] A decision support system for joint
emission reduction investment and
pricing decisions with carbon emission
trade

2014 8

Rühr et al. [46] A classification of decision automation
and delegation in digital investment
management systems

2019 7

Ortner et al. [47] Incentive systems for risky investment
decisions under unknown preferences

2017 7

Li et al. [48] Shared energy storage system for
prosumers in a community: investment
decision, economic operation, and
benefits allocation under a cost-effective
way

2022 6

Sun et al. [49] Decision-making of port enterprise safety
investment based on system dynamics

2020 6

Xue et al. [50] Multi-scenarios based operation mode
and investment decision of
source-storage-load system in business
park

2019 6

Thomas et al. [51] A decision support tool for investment
analysis of automated oestrus detection
technologies in a seasonal dairy
production system

2019 6

Mutanov et al. [52] Investments decision-making on the basis
of system dynamics

2018 6

Luo [53] Application of improved clustering
algorithm in investment recommendation
in embedded system

2020 5

Wei et al. [54] Joint optimal decision of the shared
distribution system through
revenue-sharing and cooperative
investment contracts

2019 5

Ren and Malik [55] Investment recommendation system for
low-liquidity online peer-to-peer lending
(P2PL) marketplaces

2019 5

Kozlova et al. [56] New investment decision-making tool
that combines a fuzzy inference system
with real option analysis

2018 5

Niu et al. [57] Improved TOPSIS method for power
distribution network investment
decision-making based on benefit
evaluation indicator system

2017 5

Scaparra et al. [58] Optimizing investment decisions for
railway systems protection

2015 5
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3 Methods

In this study, both quantitative and qualitative methods were used to develop a
new model for the IRS. Specifically, machine learning and fuzzy inference logic
techniques were implemented. To cluster investment types/products, K-means clus-
tering, an unsupervised machine learning algorithm, was used with the JMP clus-
tering toolbox. In this type of clustering, the number of clusters is represented by k,
and the cluster of a data point is determined based on its distance to each cluster.
The resulting clusters were used as inputs for an ANFIS fuzzy system, which was
used to predict investment types based on customer demographic groups. TheANFIS
system simplifies the establishment of logical judgment and follows Sugeno’s rules,
based on “IF_THEN” logic. The input membership functions were used to generate
the fuzzy rules, and two categories of rules were considered: system-generated and
manually created rules based on expert knowledge. Data for the study were based
on responses to the Portfolio Investment questionnaire, with demographic charac-
teristics and investment types experienced by the respondents used as variables. The
dataset included 1542 responses to the online questionnaire in 2019 andwas prepared
for clusteringwith JMP andANFIS implementation withMATLAB version R2022b.
The ANFIS system was first presented by Jang [59], and its core is a fuzzy inference
system that greatly simplifies the establishment of logical judgment [60]. K-means
clustering is a simple unsupervisedmachine learning algorithm that iswidely used for
clustering tasks. The clustering results provided inputs for the ANFIS fuzzy system,
which was used to predict the type of investment based on customer demographic
groups. The fuzzy rules were generated based on input membership functions, and
both system-generated and manually created rules were considered in this study.
Data were collected through the Portfolio Investment questionnaire, and a subset of
the data was used for clustering and ANFIS implementation. The proposed model
provides a recommender system for suggesting investment types to potential investors
based on investment type ratings.

4 The Proposed IRS Model

As previously stated, this research introduces a recommender system model based
on ANFIS to provide investment recommendations. The model employs customer
demographic data to cluster investment types and recommend them to potential
investors. The model comprises four stages. The first stage involves collecting,
storing, and initially processing data. In the second stage, machine learning tech-
niques are applied to determine investment type clusters and customer groups based
on demographic data. In the third stage, the ANFIS system is implemented. The
fourth stage is to deliver suitable investment recommendations to potential investors
through specific applications. After receiving the recommendations, customers are
asked to complete a survey form to provide feedback on the system’s performance.

https://www.portfolio.hu/befektetesi-kerdoiv/?page=1
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The collected feedback is then used to improve the system recommendations in a
repeated cycle. The proposed model consists of three primary phases: The first phase
involves data collection, which has two layers—data acquisition and processing and
data storage. The second phase is related to data analysis, comprising two functions—
using machine learning techniques for data clustering and classification and ANFIS
deployment. The third phase is the decision phase, where the recommended invest-
ment type is provided to the customer, and their feedback is received. Customer
feedback helps identify any errors in the system, which are then corrected in the
second phase.

5 Experiments and Results

This section comprises three parts: data clustering of investment types based on
potential investor’s responses, demographic data description for the ANFIS, and
ANFIS inputs and outputs.

5.1 Clustering Investment Type Data

To implement the proposed IRS, we first clustered the data related to the investment
types or products used by potential investors. We used the JMP software to cluster
data based on four questions related to investment type. The investment type data
involved various investment products, such as listed stock mutual funds, voluntary
pension funds, government securities/bonds, and other financial products. We coded
the answers given by potential investors and converted them into numerical data
for analysis in MATLAB and JMP software. We prepared the data for clustering
by using the K-means technique in JMP, resulting in the clustering of investment
types into three clusters. All rows totaled 2038, with the first cluster containing 592
rows, the second cluster containing 406 rows, and the third cluster containing 340
rows. The K-means technique assigned data points to the nearest cluster center, and
the reassignment process was repeated four times until the data points remained
in their cluster. In case of adding new data in real-time, the K-means technique is
recalculated, and the clusters are updated accordingly.

5.2 Demographic ANFIS

To gain insight into the relationship between demographics and attitudes toward
finance, we asked six questions (inputs 1–6) related to demographic information.
The responses aimed to help us better understand respondent’s decision-making
about investment types/products.
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5.3 Demographic ANFIS Inputs and Output

The demographic ANFIS system for potential investors considered six inputs based
on the following questions: (1) gender, (2) age, (3) location, (4) education, (5) job,
and (6) income, and one output related to investment type clusters. Each input had
specific membership functions (MFs). Input 1 (gender) had two MFs: “male” for
MF1 and “female” for MF2. Input 2 (age) had three MFs: “15–34 years old” for
MF1, “35–54 years old” for MF2, and “55–79 years old” for MF3. Input 3 (location)
had twoMFs: “Budapest” forMF1 and “other location” forMF2. Input 4 (education)
had fourMFs: “college or university economics” forMF1, “college or university non-
economics” for MF2, “postgraduate” for MF3, and “other” for MF4. Input 5 (job)
had nine MFs: “employee middle management” for MF1, “small medium business”
for MF2, “graduate freelance” for MF3, “employed lower manager” for MF4, “sub-
ordinate intellectual worker” for MF5, “skilled worker” for MF6, “employed senior
management” for MF7, “micro or self-employed” for MF8, and “other” for MF9.
Input 6 (income) had three MFs: “under 200,000 HUF” for MF1, “200,000–349,999
HUF” for MF2, and “above 350,000 HUF” for MF3. The output was defined as one
output related to investment type clusters, which included three clusters.

6 Implementation of DemographicANFIS

The ANFIS system operates based on “IF_THEN” rules using input membership
functions (MFs). The ANFIS system architecture comprises three main parts:

Fuzzy Rules: ANFIS uses fuzzy rules to map input variables to output variables.
These rules are typically expressed in the form of “IF-THEN” statements, where the
antecedent (IF part) contains a fuzzy set defined by the input membership functions,
and the consequent (THEN part) contains a linear or nonlinear function of the input
variables.

Membership Functions (MFs): ANFIS uses MFs to map input variables to fuzzy
sets. A fuzzy set is a set of values that are assigned a degree of membership between
0 and 1, representing the degree to which the input variable belongs to that fuzzy set.
ANFIS typically uses Gaussian or triangular-shaped MFs.

Adaptive Network: The third part of the ANFIS system is the adaptive network,
which is responsible for tuning the parameters of the fuzzy rules andMFs to optimize
the mapping from input variables to output variables. The adaptive network is typi-
cally implemented as a feedforward neural network with a hybrid learning algorithm
that combines gradient descent and least squares methods. The output of the ANFIS
system is generated by combining the output of all the fuzzy rules using weighted
averaging (Fig. 6).
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Fig. 6 Designing DemographicANFIS

Figure 7 illustrates a sample of the membership functions used in Demographi-
cANFIS, which consist of a certain number ofMFs. The type ofMF used is gaussmfs,
and the membership functions can be customized. The output MF type is kept
constant. The model was trained using 1542 pairs of data. The implication method
used is min, and the aggregation method used is max. In aggregation, all fuzzy
sets that represent the outputs of each rule are combined into a single set, which is
performed only once for each output variable before the final defuzzification stage.

The data were loaded for the next steps of data training and testing. To train the
data, a new FIS was created using grid partition and a hybrid optimization method
with an error tolerance of 0 and 3 epochs. The DemographicANFIS was generated
as a new FIS, with 6 inputs for demographic groups and 1 output for investment
types. During the training procedure, gaussmfs were used for each input. The FIS
was trained using a hybrid method with 3 epochs, resulting in an error of 0.86685
after epoch 3. ANFIS training was then initiated, with a designated epoch number of
2. The training was completed at epoch 2, with a minimal training RMSE of 0.86683.

Fig. 7 Sample of membership functions in DemographicANFIS
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Fig. 8 Testing DemographicANFIS

Start training ANFIS ...

1. 0.866845

2. 0.86683

Designated epoch number reached. ANFIS training completed at epoch 2.

Minimal training RMSE = 0.86683

>>

The tested DemographicANFIS is depicted in Fig. 8, with an average testing error
of 0.86683. Figure 8 displays a portion of the rule viewer, demonstrating the open
system of the DemographicANFIS. With 1296 rules and 101 plot points, these rules
can be added, modified, or removed based on expert insights and investor feedback,
making this feature highly valuable for recommender systems. The proposed IRS
structure of the DemographicANFIS is presented in Fig. 9.
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Fig. 9 Structure of
DemographicANFIS (IRS)

7 Conclusion

In this research, an automated recommender systembased on demographic character-
istics was proposed to provide investment type suggestions to investors. The system
utilizes a new intelligent approach using ANFIS that works with six demographic
factors, even with incomplete data. The proposed model utilizes fuzzy neural infer-
ence and selection of investment types to provide advice and support the investor’s
decision-making. The model comprises seven group agents for the implementation
of the IRS. TheANFIS system takes six demographic factors as inputs and provides a
factor as output that corresponds to three clusters of investment types. The system has
2947 nodes and 1365 parameters, including 1296 linear parameters and 69 nonlinear
parameters. The system was trained using 1542 training data pairs, and 1296 fuzzy
rules were created. Based on the findings, it was concluded that the respondents of
each cluster had specific features. However, the proposed system has limitations,
including only considering demographic data of potential investors with six vari-
ables as inputs. Future research can consider additional characteristics of potential
investors as inputs to the system. Expert opinions and feedback from investors can
also be utilized to generate new fuzzy rules that were not produced by the system.
Overall, the proposed system is a reliable recommendation system for investment
products based on demographic characteristics.
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I Am Bot the “Fish Finder”: Detecting
Malware that Targets Online Gaming
Platform

Nicholas Ouellette , Yaser Baseri , and Barjinder Kaur

Abstract Malware in the gaming industry presents many forms of risk for users,
such as phishing, trojans, malware, and network attacks. Few studies have been pub-
lished on gaming industry malware. The ones identified were found to be primar-
ily focused mainly on in-game cheat detection, such as cheat clients and aimbots.
This paper leverages related research drawn from the broader field of cybersecu-
rity, including, URL-phishing detection and crytpojacking. To detect URL phishing
attacks data, we used eight filter, wrapper, and embedded-based feature selection
and five machine learning techniques, i.e., AdaBoost, extra trees (ET), random for-
est (RF), decision tree (DT), and gradient boosting (GB) where highest accuracy,
precision, recall, and F1_score are achieved with RF. We further scrutinize the fea-
ture selection and classifiers based on threshold that will help to provide an aggregate
simplified recommendation to the user and alerting about the malicious URL. The
outcome of whether the URL is benign or malicious can easily be seen on developed
bot application named “Fish Finder.” For allowing Discord users to protect them-
selves from future phishing attacks, we have shared the built application on github:
https://github.com/Dinnerspy/Discord-Bot-Phishing-Detection.

Keywords Malware · Phishing ·Machine learning · Online games ·
Cybersecurity

1 Introduction

As with other high-growth industries, malicious actors have increased their phishing
and malware attacks on the gaming industry. Newzoo estimated that the total growth
in the gaming industry for the year 2021 was 175.8 billion USD [1]. The key lead-
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ers in the gaming industry are currently Discord, Steam, Epic Games, and console
platforms such as Xbox, Nintendo, and PlayStation. In addition, there are many new
entrants in this space as new indie studios are starting up constantly, such as CCP
Games, Jagex, and Psyonix Studios. As with any multi-billion-dollar industry, threat
actors want to get their slice of the money; since the beginning of the COVID-19
pandemic, Kaspersky has estimated that there was more than a 50% increase in web-
based gaming attacks [2]. The COVID-19 pandemic has primarily been viewed as
a significant cause of this recent increase as there is a large increase in the number
of people gaming from home [3]. No different than any other industry, end-users
are always a target. Once an account is compromised, malicious actors have been
known to change the password and sell the account on third-party websites to other
users online. These accounts are valuable as they provide access to online games
that had been purchased by the original account holder. This shows there is a sig-
nificant chance of taking advantage of confidential user information. Due to these
reasons, stopping phishing attacks in modern society is highly urgent even though
they are challenge involved and risks of leakage of data. Blacklist and Whitelist
approaches are the traditional methods to identify the phishing sites [4, 5]. A sys-
tematic review conducted in [6] describes various ML approaches to detect phishing
attacks. The authors highlight the importance of using different feature types like
URL and content-based features to effectively detect malicious In [7], the authors
used 35 URL-based features and extracted term frequency and inverse document fre-
quency (TF-IDF)-based features from content web pages to detect malicious. There
proposed technique achieved an accuracy up to 98.25% with random forest.

After conducting research, we found that majority of existing research in the
gaming industry is focused on cheating detection from a game server standpoint
utilizing anomaly detection or by analyzing player performance [8–10]. Another
common area of attack is within the PC gaming domain, where some users will
attempt to install a “bootleg game” or install a software plugin that claims to provide
the user with a competitive edge [11–13]. These attacks fall under the trojan category,
as they typically install keyloggers or bitcoin miners [14] onto the victim’s computer.

Therefore, this study proposes using a subset of features which are selected using
various feature selection techniqueswhichwill helpML to give better results.We also
developed an application consisting of various bots thatwould alert online game users
of legitimate or malicious phishing URL. Thus, to detect phishing website, following
are the main contributions of this research:

• Firstly, we used different feature selection techniques to select best subset of fea-
tures that helps in identifying malicious URLs.

• Secondly, we evaluated the performance of ML with selected features.
• Third, we developed a phishing detection application named ’Fish Finder’ that
utilizes the functionality of best feature and ML combination which will timely
alert online game users of any phishing attack.

• Finally, the Discord bot is available to the open-source community for continued
improvement.
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Fig. 1 Proposed framework using “Fish Finder” for phishing detection

The proposed flow is depicted in Fig. 1. Step 1: The Discord server admin starts
up Fish Finder and it connects to Discord API in order to connect to Discord server.
Step 2: Malicious actor creates a phishing URL based on a popular website. Step 3:
Malicious actor logs into the Discord server and posts URL in text channel. Step 4:
Average user connects to sever and reviews messages. Step 5: Fish Finder detects
URL in post in text channel and sends to Fish Finder. Step 6: Fish Finder passes URL
to the feature extraction. Step 7: Feature extraction is performed on the phishing
URL and is passed back to them machine learning classifier. Step 8: The results of
the prediction are sent back to the server, and the post is removed.

The rest of the paper is organized as follows: In Sect. 2, recent works in malware
detection are discussed. In Sect. 3, the dataset details, feature selection, and method-
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ologies followed are described. Experimental results are presented in Sect. 4. Finally,
the conclusion and future directions are discussed in Sect. 5.

2 Related Work

Organizations and individuals are facing challenges related to phishing website due
their similarity with legitimate website URLs. Phishers try to hack the credential
information of the users by using different methods like forum postings, popping
instant messages on the website, trying to retrieve information through URLs. The
structure is so similar with real website that users get tricked and unintentionally
causing severe economic damage to the intuitions. Researchers are working toward
proposing and utilizing different ML approaches to timely determine whether the
URL for opening the website is legitimate or malicious.

Bhardwaj et al. [15] developed a detection framework for new-age devices in
order to mitigate phishing attacks. The authors noted that cybercriminals utilize new
methods such as Python C&C servers with reverse tunneling applications such as
NGROK. In their research, the authors set up a C&C (Command and Control server)
along with NGROK as their phishing attack creation tools for their experiment. In
order to combat these sophisticated attacks, the authors created a toolkit in Python that
acts as amore secure DNS for end-users. The author’s toolkit utilizes three phases for
phishing detection. In the first phase, the toolkit filters traffic while utilizing malware
scanning tools such as VirusTotal. The first phase also includes what the authors
referred to as “phishing features,” which tend to be traits that phishing websites
have, such as long URLs, no Google index number or domain age. The second phase
kicks in if a phishing attack gets through the first phase, and the user attempts to
go to the website. Their toolkit will have a reliability pop-up appear based on some
phishing features of the site for the end-user to decide to proceed or not, which ties
into the third phase, which utilizes human interaction and learning about phishing
which promotes human learning about phishing attacks.

Ripa et al. [16] conducted a look at the characteristics of phishing attacks and cre-
ated a machine learning model that can detect phishing URLs, phishing emails, and
phishing websites. The authors utilized approximately eleven thousand entries from
the UCI Machine Learning Repository to train their model. The authors utilized six
different machine learning training algorithms: Random forest, logistic regression,
decision tree, Naive Bayes, KNN and XGBoost, and 70–30% dataset split to test
performance. The authors found that their XGBoost classifier gave the highest accu-
racy and had the best performance of the six training methods for detecting phishing
URLs. The authors found that their Naive Bayes classifier was the most accurate for
detecting phishing emails, with an accuracy of about 95%. Finally, they found their
random forest classifier performed the best for phishing website detection with an
accuracy of about 96%.

Dutta [17] developed LURL, a machine learning algorithm utilizing a long short-
term memory (LSTM) technique to determine between malicious and legitimate
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websites. To gather training data, the authors created a web crawler that got infor-
mation on over 7900 URLs from the AlexaRank portal and the Phishtank dataset.
However, utilizing the same LURL technique in different study [18, 19], the authors
noted for the Phishtank dataset analyzing with LURL performed better overall with
an F1 score of about 96. Further, from the crawler dataset, Le et al. [18] method
performed better with an F1 of 95.6 compared to LURL’s 94.8. The author expressed
an interest to develop an unsupervised deep learning method with an extended study
in future work.

Further, a study proposed by Rajab et al. [20] using new ranking features when
experimented on UCI datasset attains an accuracy of 95.5% with C4.5 and JRIP
classifiers, while analyzing their own collected dataset with 15 features authors in
[21] found that RF reached highest phishing attack detection accuracy of 94.79%.

3 Materials and Methodology

3.1 Dataset

In this study, we have performed experiments on URL-based publicly available bal-
anced dataset. This dataset contains 11,430 different legitimate and phishing website
URLs with 87 extracted features which are divided into three classes: 56 URL-based,
24 content-based, and 7 external features. The authors collected legitimate web page
URLs fromAlexa andYandex [22], while for URLs phishing data, both lists of URLs
collected from Phishtank [23] and Openphish [24, 25]. We performed preporcessing
on the dataset by removing null and duplicate values. We performed preporcessing
on the dataset by removing null and duplicate values. In order to determine the best
features and classifiermodel, a Python script was created to randomly split the dataset
into 70% (training)/ 30% (testing) sets. A tenfold cross-validation is performed in
order to capture an accurate performance.

3.2 Feature Selection

The main goal of feature selection step is to eliminate irrelevant or less contributing
features. Selecting the best features can help reduce the dimensionality of the feature
space, thereby saving us from the challenges associated with high-dimensional web
data such as emails or websites. By selecting the best subset of overall features
enhance the performance of the classifiers in providing correct predictions with less
computation in detecting Phishing attacks. In this study, we have employed eight
different filter, wrapper, and embedded-based feature selection techniques commonly
used in phishing detection. The search procedures and specifications used by these
techniques are presented in Table 1.
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Table 1 Characteristics of features selection techniques

ID Selection method Search procedure Specification

fs1 CFS Filter Dependence

fs2 mRmR Embedded Dependence

fs3 Chi-squared Filter Transformation

fs4 RFE Wrapper Subset selection

fs5 Univariate Embedded Transformation

fs6 Permutation Wrapper Dependence

fs7 SFS Wrapper Subset selection

fs8 SBS Wrapper Subset selection

• Correlation feature selection (CFS): It works by looking for features with high
correlation with the target.

• Minimum redundancy maximum relevance (mRmR): It works by finding the
minimal-optimal subset of features by removing irrelevant and useless features.
This is done in order to find minimum amount of features that have the highest
prediction ability.

• Chi-squared: It is designed to determine the dependency of the different features
as compared to the classification variable utilizing a statistical model.

• Recursive feature elimination (RFE): It works by removing features from a dataset
until the desired number of features is selected that are the most fit.

• Univariate feature selection: It utilizes univariate statistical tests to pick the best
features for a given target variable.

• Permutation feature importance: It calculates feature importance by creating per-
mutations of data subset and calculating model error in order to rank importance.
All the features with a rank value of 0.01 or higher.

• Sequential feature selection (SFS): SFS starts with an empty set and fills it with
features that do not decrease the value of the criterion.

• Sequential backward selection (SBS): SBS starts with the set full of features and
removes them to pick the best subset so that it does not increase the value of the
criterion.

By using different feature selection techniquementioned above, we have obtained
subset of features depicted in Table 2.

3.3 Methodologies

This section discusses the approaches used to detect phishing attacks through URL.
For detectingmaliciousURLs,we compared the performance of five classifierswhich
are explained below. Table3 shows the hyper-parameter tuning of ML to achieve the
results.
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Table 3 Hyper-parameters of machine learning algorithms to detect phishing attacks

ML approach Parameters specification

Decision tree Criterion = gini, min_samples_split = 2

Random forest Number of trees =100, Max_depth = none

AdaBoost n_estimators = 50, learning_rate = 1.0

Extra trees Criterion = gini, n_estimators = 100

GB Learning_rate = 0.1, min_samples_split = 2

• Decision tree (DT): It works by creating a tree structure in which leaves represent
the class label and features are the branches that lead to the leaves.

• Random forest (RF): It works similar to decision trees, except during training
time, many different decision trees are created. When performing classification,
the prediction most represented in the different trees is selected.

• AdaBoost: It works by creating a forest of decision stumps based on the available
features. This differs from a random forest in that it does not create all the trees at
once but is based on the error of previous trees. In order to classify, it looks at the
responses from all of the stumps.

• Extra Trees (ET): It works similar to random forest, except trees are not pruned.
Also, each decision tree is based on the whole dataset.

• Gradient Boost (GB): It works similarly to AdaBoost, except trees are of a fixed
size that can be larger than a stump. Also, like with AdaBoost, trees are scaled
(given a more significant weight) based on importance.

4 Results

This section highlights the results obtained after analyzing using eight different
feature selection techniques and five classifiers where Table 2 depicts the list of
features selected by various techniques. However, all the ML approaches used for
the experiment gave above 90% results for accuracy, precision, recall, and F1_score.
But among them, RF and ET outperformed by providing above 95% results. When
these subsets of features are fed into different classifier models results shown in
Table 4, we noticed that with RF, we achieved highest accuracy of 95.28% and
F1_Score of 95.33%, whereas with ET classifier, an accuracy of 95.15%, F1_score
95.18% with fs2 feature selection technique to detect malicious URLs.

To leverage the solution provided by our proposed approach, we have developed a
phishing detection Bot application named “Fish Finder” shown in Fig. 2 for Discord
platform. This bot analyzes messages that are typed on the server looking for URLs
within the chat messages. As threshold-based scheme proves beneficial for attack
detection [26] thus by utilizing this scheme, we used the combination which provides
above 95% results for further analysis. The analyses are performed by selected subset
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Fig. 2 Screenshot of bot application “Fish Finder” showing the status when user logs on to the
server

of features and classifier combination models, i.e., “ fs2 with RF,” “ fs4 with ET,”
“ fs5 with RF,” and “ fs8 with RF” to detect phishing URLs and lower false positives.
When found, the bot uses the selected algorithms to determine if the URL has a
high probability of being a phishing URL. We have performed various analysis on
subclasses of features, i.e., URL-based (56), content-based (24), and external features
(7) using feature selection technique experiments and presented the results by the
combination of best feature selection fs2 and classifier (RF) which gave highest
results as shown in Fig. 3.
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Table 4 Results obtained using different feature selection techniques by classifiers

Approach fs1 fs2 fs3 fs4 fs5 fs6 fs7 fs8

F-Score

Decision tree 91.40 91.22 89.29 92.58 91.91 92.36 91.35 91.59

Random forest 92.35 95.33 92.08 95.19 95.22 93.68 94.79 95.02

AdaBoost 91.64 93.96 91.15 94.08 93.65 92.68 93.76 94.01

Extra Trees 91.26 95.18 90.94 95.26 95.18 93.24 94.56 95.00

Gradient boosting 92.90 94.99 91.84 94.69 94.80 93.51 94.71 94.65

Recall

Decision tree 92.35 91.53 88.15 93.04 91.87 91.68 91.65 91.28

Random forest 92.97 95.65 92.35 95.53 95.67 93.96 95.00 95.28

AdaBoost 91.70 93.79 91.48 94.04 93.41 92.22 93.46 93.61

Extra trees 92.05 95.25 90.81 95.25 95.45 92.87 94.88 95.03

Gradient boosting 92.97 95.18 92.79 94.78 94.93 93.69 94.83 94.81

Precision

Decision tree 90.48 90.92 90.4 92.13 91.94 93.06 91.04 91.90

Random forest 91.74 95.01 91.82 94.87 94.78 93.40 94.58 94.76

AdaBoost 91.59 94.14 90.82 94.13 93.88 93.15 94.05 94.41

Extra Trees 90.48 95.11 91.08 95.28 94.91 93.61 94.25 94.98

Gradient boosting 92.83 94.80 90.90 94.59 94.67 93.34 94.59 94.50

Accuracy

Decision tree 91.26 91.13 89.36 92.50 91.86 92.37 91.26 91.56

Random forest 92.25 95.28 92.01 95.15 95.17 93.62 94.75 94.97

AdaBoost 91.58 93.93 91.06 94.05 93.62 92.67 93.73 94.00

Extra trees 91.12 95.15 90.90 95.23 95.13 93.22 94.51 94.97

Gradient boosting 92.85 94.95 91.70 94.65 94.76 93.46 94.67 94.61

Values were bolded if they were higher than or equal to 95%

Fig. 3 Results presented obtained by using best feature and classifier combination
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An aggregate recommendation is provided to the end-user that can be acted on, i.e.:
remove the URL from the server, automatically or via manual admin intervention.
The bot provides flexibility in order to either provide the results to the admin for a
manual decision, or the admin can configure the bot to automatically remove theURL.
Since four different machine learning models are being used, a level of aggregate
confidence can be provided, whereby the automated removal can be configured to
only removeURLswhen all four are in agreement that theURLhas a high probability
of being phishing.

A developer Discord account was required from the Discord developer portal
to create a Discord application to receive API access. From there, Discord py was
utilized as the in-between tool for accessing the API for Discord and the machine
learning models. The Discord bot was designed to analyze the chat from the chan-
nels. The Discord bot scans each message to find messages containing URLs. Once
a message is found with a URL, the bot sends the URL to an adapted version of the
data extractor created by Hannousse and Yahiouche [25]. The URL data extractor
was modified to only collect the common URL features between fs2,” “ fs4,” “ fs5,”
and “ fs8” thus collecting 41 features. The extracted features are split up into corre-
sponding subsets based on the algorithms’ requirements. From there, the algorithms
predict the outcome determining whether the URL is phishing or legitimate. The bot
adds a reaction to the message indicating the status of what it found:

– green for legitimate,
– yellow for 1/4 phishing detection,
– orange for 2/4 phishing detection,
– red for 3/4 phishing detection,
– X if there is an error reading the URL,
– Finally, the post is removed by the bot if all the algorithms affirm phishing attack.

All results of the bot are logged in a channel on the server showing the outcome
of each URL. Figure4 shows an example of bot being utilized with different URLs
highlighting three different scenarios. It can be seen that of the three posts, only two
showed up as the known phishing post was flagged as phishing and removed, whereas
the other two were given status levels of green and yellow. In the Fish Finder logs,
it can be noted that for the StackOverflow post, only one of the algorithms detected
phishingwhich is why it received a status of yellow, andwhen looking at the phishing
URL, all algorithms detected phishing and determined to remove the post

• Scenario 1–100% legitimate link with 4/4 pass: a Facebook page,
• Scenario 2–100% legitimate link with 3/4 pass: a StackOverflow post,
• Scenario 3—a Phishing website: a known phishing website found by the phishing
detection



272 N. Ouellette et al.

Fig. 4 Screenshot of the Discord text channel shows how the users see the results of three scenarios
of the types of URLs that users could submit. The scenarios involved utilizing one Facebook link,
which was legitimate, a StackOverflow post that was legitimate and a known phishing website.
The Fish Finder Discord phishing detection bot updated the posts that were not detected as 100%
phishing with emoji reactions that symbolize confidence in whether it is phishing or not (green for
legitimate and yellow for 1/4 phishing detection). In the case of the third post, the bot removed it
as it was detected as 100% phishing.

5 Conclusion and Discussion

With the gaming industry taking in $175 billion dollars annually [1], it is a target
for cybersecurity threats. Kaspersky.com has noted there have been recent increases
in attacks within the gaming industry. Due to lack of research on phishing attacks
in online gaming, this study performed various experiments using combination of
feature selection andML approaches. Using this combination, we have analyzed that
“mRmR” feature selection technique and RF classifier prove beneficial in providing
highest results that will help in timely detection of phishing attacks. Further, we
selected the best subset of feature and classifier combination and developed a bot
application “Fish Finder” that will alert the online game player about legitimate or
malicious URL.

There are a number of possible areas for future improvements, including perfor-
mance optimization, simplification, and dataset enhancements.

• The current program developed can only process a single message at a time with
messages queued for sequential processing. Larger Discord servers could run into
latency issues if there were a high volume of messages generated in a short period
of time. Parallel processing could be implemented to address this potential issue.

• In the future, a study could be conducted on the benefits of leveraging multiple
machine learning algorithms to look for opportunities to potentially reduce the
number used and improve the aggregate result. We will also work on different
deep learning approaches.
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• A final area of opportunity is to increase the size of the dataset in the ML models,
by adding additional phishing and legitimate websites with URLs typically used
on Discord chat servers. The current dataset is small and has limitations, as it was
noted when testing the Discord bot that some of the machine learning algorithms
would indicate a false phishing detection on a legitimate long URL (ex: Facebook
photo URL).

6 Availability

The proposedMLDiscord bot (Fish Finder) is available (under theLGPL-2.1 license)
here: https://github.com/Dinnerspy/Discord-Bot-Phishing-Detection for people to
install on their Discord server and/or contribute to future versions.
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The Application of Remote Sensing
and GIS Tools in Mapping of Flood Risk
Areas in the Souss Watershed Morocco

Jada El Kasri, Abdelaziz Lahmili, Ahmed Bouajaj, and Halima Soussi

Abstract The Souss watershed in the Souss-Massa region of Morocco is domi-
nated by a semi-arid climate. The rainfall pattern is highly variable with frequent
droughts and floods. The changing climatic conditions and the ongoing trends of
overexploitation of water resources exacerbated the frequency and intensity of these
climate hazards. The changing hazard characteristics have a significant impact on
the communities who largely depend on agriculture, tourism and fishing activities.
Detailed characterization of hazard risks is the first step formanagement of risks asso-
ciated with climate extremes and optimal use water resources. This study presents
a comprehensive methodology for mapping of flood risk areas to support decision-
making in relation to flood hazard risk management, including flood prevention and
preparedness. The methodology employs a multicriteria analysis in a GIS environ-
ment for identification of vulnerable flood-prone areas. The methodology involves
combination of several thematic maps representing the most determining factors
of flooding. The factors include geographic (elevation, slope, curvature, lithology)
biophysical (land use, Normalized Difference Vegetation Index-NDVI) and hydro-
logical (rainfall, stream density, stream power index, topographic wetness index)
features. Theweighted values of the parameterswere used formapping based on their
relative importance for flood occurrence and severity. With the weighted values, the
maps of the above parameters were overlaid and flood hazard maps were produced.
The resulting maps were used to divide the watershed into five flood severity regions.
The historical flood event data from the Souss-Massa Draa Hydraulic Basin Agency
(ABHSMD) was used to validate the reliability of the flood hazard maps. The results
showed that the parameters selected for mapping capture the variability of flood risks
and could be used for planning and decision-making for both flood risk and water
resources management.
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Keywords Flood risks · Souss watershed ·Weighted overlay · Geographical
information systems (GIS)

1 Introduction

Climate change is increasing the frequency and intensity of irregular weather events,
including erratic precipitation, variable in both temporal and spatial dimensions and
increasing temperatures. These changes are leading to a variety of biophysical and
socioeconomic problems. Localized high-intensity rainstorms, floods, droughts and
heat waves could often damage infrastructure and cause loss of lives [1, 2]. The
frequency of floods in some regions is increasing and is associated with heavy rain-
fall causing disasters in areas where livelihood activities are dominant [3]. Floods
often damage the roads, rail networks, bridges, infrastructure of electricity and water
distribution, and services such as telephone. The widespread damage to these infras-
tructure not only causes the huge damage to economic activities but also leads to
significant economic cost to build back better, especially in areas where high levels
of infrastructure and transportation facilities exist [4]. The flash floods are a common
phenomenon in areas where high-intensity rainfall occurs within a shorter period of
time and where topographic features favour rapid flow of water [5]. Further, flash
floods are common in areas where a combination of meteorological, hydrological
and human parameters that are not favourable for smooth flow and drainage of water
[6]. Therefore, the adoption of a suitable flood prevention and mitigation measures
depending on the flood characteristics is crucial.

The flood prevention and mitigation measures must take into account informa-
tion on vulnerability to flooding and flood zones. In Souss watershed of Morocco,
the intensity of these extreme events is becoming more frequent and alarming with
climate change as it was reported in the previous study [7]. The extreme events of
flooding and drought are aggravated both by the changes in meteorological variables
(increase in temperatures and the decrease in rainfall) and by the inherent char-
acteristics of the physical environment (high slope, impermeable rocks). Changes
in the demography with more population, unsustainable land use, overexploita-
tion of natural resources, deforestation are considered factors contributing to the
frequent extreme floods [8]. In this study, the analysis focuses on the identification
and mapping of flood-prone areas in order to help planning for appropriate mitiga-
tion and prevention measures. The area is considered flood risk if the probability of
flooding event of a certain degree will occur in a specific area during certain period of
time. The flood risk maps are often used for land use planning and selection of agri-
cultural practices. The spatial floodmaps are easy-to-read and accessible to decision-
makers at various levels to identify risk areas and prioritize their flood prevention and
mitigation measures [9]. Modelling techniques such as hydrological and hydraulic
modelling and global hydrodynamics modelling are being widely used by many
researchers [10–13]. Similarly, the weighted overlay technique has been applied in
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mapping in several studies that focused on potential water catchment areas mapping
[14], landslide susceptibility mapping [15] and urban flood hazard detection [16].

2 Study Area

The Souss watershed is situated in the Souss-Massa region of Morocco and has an
area of 16,200 Km2. The region’s climate is semi-arid, and highly variable rainfall
pattern contributes to vulnerability; (see Fig. 1). Agriculture, fishing and tourism
are the important livelihood activities of the region. The elevation of the watershed
ranges from mean sea level to 4000 m above mean sea level. The high-altitude water
catchments from north, east and south slope to westwards into the basin towards the
Atlantic Ocean (Table 1).

Fig. 1 Map of the study area

Table 1 Annual maximum
and minimum temperatures in
the main meteorological
stations

Stations Annual maximum
temperature
(°C)

Annual minimum
temperature
(°C)

PT 45.6 1.71

PA 43.2 3.65

BA 42 0.2 4.37
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3 Materials and Methods

Flood risk mapping was carried following five major sequential steps: (1) collection
of data and relevant parameters, (2) preparation of spatial datasets of the parameters,
(3) assessment of flood risk by using the weighted overlay model, (4) preparation of
flood risk maps and (5) validation of the maps using the data on flooded areas due
to the historical flood events (Fig. 2). All figures are created by the authors, and no
copyright is required (Fig. 3).

The mapping exercise used the weighted overlay technique and is considered as
one of the most suitable multicriteria evaluation methods [17]. The method uses the
geographical information system (GIS) for data management and for knowledge-
based multicriteria analysis to combine value-added information with factual infor-
mation [18]. The method is also used to develop multiple raster layers by giving
weight to each raster layer depending on their importance [19]. Each of the raster
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Fig. 2 Annual rainfall in the Souss watershed (three stations) over 40 years
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Fig. 3 Flowchart of the methodology

layers was assigned with weights based on their importance determined by experts’
knowledge and opinion. The determinants of the flood risk maps can vary based
on the biophysical and other characteristics of the watershed [20]. Thus, identifica-
tion and characterization of these factors are necessary for flood modelling [21]. As
indicated above, there are 10 factors identified for the Souss watershed for mapping.

According to a comprehensive literature review [2, 5, 25] and through an exami-
nation from a field survey, characteristics of the historical floods that occurred in the
Souss watershed were analysed and most prominent factors responsible for floods
occurrence were identified. These factors include watershed’s geographical (slope,
elevation, curvature, lithology), biophysical (NDVI, land use) and hydrological prop-
erties (stream power index (SPI), topographic moisture index (TWI), rainfall and
stream density). Separate thematic layers were developed for each of the above
listed factors. Digital ElevationModel (DEM) was used for development of thematic
layers of elevation, slope and flow accumulation. The land use information is consoli-
dated from the normalized difference vegetation index (NDVI) and mapped. Rainfall
intensity is estimated from measured rainfall covering the area of the watershed.
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3.1 Factors Conditioning Flooding

Slope. Flood occurrence is determined by the slope angle [22, 23] among several
other factors. When the slope angle is high, the water infiltration rate is low and thus
creating higher water velocity and flow downstream. The rapid flow of high volume
of water downstream reaching the low-lying areas captures huge volume of water
within a shorter period of time. The situation creates flooding in low-lying areas,
and subsequently, these areas are often prone to flooding [24]. The slope map was
created with eight intervals (Fig. 4).

Elevation. It is also one of the factors associatedwith flooding [25]. In general, the
areas of the watershed in lower elevation are prone to flooding as excess water from
higher elevation throughout the watershed accumulates rapidly in lower elevation
areas [26] in both central and west central parts of the watershed. The elevation map
was developed with nine intervals and presented in (Fig. 5).

Curvature is used to determine the flooding in the watershed. In general, curva-
ture is categorized as concave (negative curvature), flat (zero curvature) and convex
(positive curvature). The curvature affects the surface runoff and infiltration charac-
teristics [26]. The map representing the curvature is classified into concave, convex
and flat (no curvature) and presented in (Fig. 6). The map clearly shows that the
watershed is covered largely by flat curvature as evidenced from the characteristics
of the Souss plain.

Fig. 4 Slope map in Souss watershed
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Fig. 5 Elevation map of the Souss watershed

Fig. 6 Curvature map in Souss watershed



282 J. E. Kasri et al.

The Stream Power Index (SPI). The Stream Power Index (SPI) is used to char-
acterize erosive power of the basin and relative flow rate in the watershed [27]. SPI
is function of the soil moisture content and the power of floods to flow downstream
within the watershed [26]. SPI reflects the abrasive power of floods. Higher the value
of SPI means higher the flood power, whereas the lower the value of SPI means lower
the flood power, but still there is a potential for flow accumulation in the watershed
[28]. The SPI of the watershed was calculated with the following method:

SPI = As tan gβ (1)

where AS is the specific basin area and is the local slope gradient (in degrees). The
SPI map consisted of three intervals (Fig. 7). As evidenced from the map, the high-
elevation areas are dominated by high erosive capacity. The central zone located in
the Souss plain is dominated by medium erosive risk, and this indicates medium
tendency to accumulate flood water (Table 2).

Topographic Wetness Index (TWI). The TWI is a physical index representing
the effect of local topography on runoff and the direction of flowand its accumulation.
The index indicates the accumulation of water in a watershed and thus applied in
runoff modelling [29]. The index strongly represents areas of a watershed that are
prone to flooding and was calculated as shown in [30]:

TWI = ln(α/(tan β)) (2)

Fig. 7 SPI map in Souss watershed
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Table 2 Erosion intensity
distribution in the Souss
watershed

Erosion intensity Area (ha) %

Low 417.908 23

Medium 474.496 27

High 904.580 50

Total 1796.984 100

Source ABHSM Monography report, 2014

where α is the cumulative drainage of the upstream area through a point (per unit
contour length) and tan β is the slope angle at that point. The TWI map of the
watershed was constructed with five intervals. The map shows that the areas where
water is accumulated in the Souss watershed are illustrated by dark blue colour. We
can see the central part, which is characterized by a low altitude and relatively flat
areas, and four other small areas that present the dams in the Souss watershed (Fig. 8;
(Table 3).

Normalized Difference Vegetation Index (NDVI). The Normalized Difference
Vegetation Index is used to represent the relationship between vegetation andflooding
in a basin [31]. In general, the NDVI values range from −1 to + 1, and the negative
values represent surfaces other than vegetation cover, such as snow, water, or clouds.
The positive values represent the vegetative cover of varying degrees. The higher the
NDVI values, the denser is the vegetation. The reflectance of the bare soil is about

Fig. 8 TWI map in Souss watershed
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Table 3 Main hydraulic dams of the Souss River

Dams Entry into service Capacity (million m3) Regulated volume
(million m3)

Barrage Abdelmoumen 1981 214 68.5

Barrage Aoulouz 1991 108 18

Barrage Immi lKheng 1993 11 5.5

Barrage Moukhtar Soussi 2001 50 45

Total 2001 383 137

Source ABHSM Monography report, 2014

the same in the red and near infrared, and the values are close to 0. The vegetation
formations have positive NDVI values, generally between 0.1 and 0.7. The highest
values correspond to the densest cover, and the NDVI map prepared with six classes
(Fig. 9)was extracted fromLandsat 8OLI imagery. TheNDVI valueswere calculated
as [32]:

NDVI = (PIR− R)/(PIR+ R) (3)

The NDVI values shows that the basin is very poor in vegetation cover.

Fig. 9 NDVI map in Souss watershed
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Fig. 10 Lithology map in Souss watershed

Lithology. The lithology is a major factor for understanding the variations of
water flow and possible sedimentation of the watershed [33] in spatial and temporal
dimensions. In addition, the petrographic formations, in terms of both erodibility
and permeability, could also determine the flood hazard [34]. The lithological map is
obtained by digitalizing a previous map [35] and converted into various lithological
units. The predominance of alluvial silts and marls dominates in the plain of Souss
(see Fig. 10).

Landuse. The hydrological cycle, including interception, infiltration, and concen-
tration of runoff behaviour, thus indirectly influences flooding in the watershed. The
hydrological response and the magnitude of flood risk can be represented by the land
use characteristics [36]. Land cover with forests and dense vegetation can infiltrate
more water into the soil compared to other areas because higher the vegetation higher
will be the interception of water and reduce the impact of water fall on the soil and
thus reduces the runoff and increases the infiltration [25]. The land cover map was
prepared using Landsat 8 OLI images and classified into four categories using super-
vised classification in ENVI 5.1 software. In the Souss watershed, the forest area is
very limited and is located in the High Atlas Mountains. In the Souss plain and along
the Souss River, there is a concentration of agricultural and economic activity and
the development of transport infrastructures (Fig. 11).

Rainfall. Rainfall is the major factor determining the intensity of flooding [26].
Heavy rainfall within a shorter period of time (<6 h) usually results in flooding [26].
The probability of flood occurrence is proportional to the amount of rainfall [37].
In this study, we used 25 years of data (1993 to 2018) from three main stations
for preparation of the precipitation maps. The precipitation map for the area was
constructed using the IDW method with six class intervals. The torrential floods are
characterized by a short response time, a high amplitude of flows, a large and varied
solid load in nature with high levels of destructions (Figs. 12 and 13).
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Fig. 11 Land use map in Souss watershed

Fig. 12 Rainfall map during 25 years in the Souss watershed
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Fig. 13 Stream density map in the Souss watershed

Stream Density. Stream density refers to the ratio between the stream length (m)
and the basin area (km2) [38]. In general, flood-prone areas aremapped by taking into
consideration the effect of each factor separately. However, the preparation of overall
flood risk maps requires information about all the factors contributing to flooding. In
that context, several factors can be combinedbyusing theweighted overlaymodelling
method. Each of the raster layer representing the factors of flooding was assigned
a weight in the analysis. The raster values are reclassified according to a common
scale. The raster layers are overlaid by multiplying the value of each raster cell by its
layer weight to arrive at the unique value for each cell. These values are assigned to
new cells in an overall output layer. Assigning a weight to each raster in the overlay
process controls the influence of different criteria in the model. Multiplying the
weight of each layer by the suitability value of each cell gives a weighted suitability
value. The weighted suitability values are summed for each overlay cell and then
written to an output layer. The result is a flood risk index map that shows the area’s
most vulnerable to flooding in the selected watershed. The results of this analysis
are presented in Figs. 14 and 15.
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4 Results and Discussion

The results show that flat areas are subject to “high” and “very high” flood risks. The
areas that are on higher elevation and in the upstream areas away from confluence
and lower most points of the watershed are subject to “low” and “very low” flood
risks. Themost vulnerable areas are located along the central Souss watershed. These
areas have a low slope angle and low altitude. As shown in themap, the plain contains
several red areas that are closer to the main river of Souss. The road infrastructure is
also strongly affected by these red zones as shown in Figs. 14, 15 and 16. The map
shown in Fig. 14 presents the roads network and the network of important rivers in the
Souss watershed. Where these two networks are very intertwined, the vulnerability
to flooding increases especially in the urban areas. This increases the vulnerability
of the urban network to flooding, which in turn has severe destructive effects such
as the collapse of roads, the destruction of bridges, landslides, flooding of roads,
massive deposits of silt (alluvial deposits, floating bodies), which can cause loss of
human life.

A multi-criteria evaluation [39] is used by combining the factors with their
weights, and then overlaying the thematic maps in a GIS environment, to create
the map of flood-prone areas in the watershed; the results of this analysis step are
presented in (Fig. 17). The map clearly shows that the areas at high risk of flooding

Fig. 14 Map showing the road network and main rivers in the Souss watershed
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Fig. 15 Road over the Oughri river in Ouled Berhil village, 40 km from Taroudant has lost a huge
part due to floods (Source ABHSM, May 2016)

Fig. 16 Damaged road due to floods, Taroudant (Source ABHSM, 2019)

are concentrated in the central part located in the plain of watershedwith low altitude,
a low degree of slope, a great proximity to rivers including the main river of Souss
and which run through the road and urban infrastructure.
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Fig. 17 Map showing flood areas in Souss watershed

The results of the flood risk maps were validated using the historical flood events
in selected locations which were collected based on field information from the Souss
Massa Draa Hydraulic Basin Agency. These historical floods were superimposed on
the output modelled map. It was noticed that all historical flood points are located on
the high and very high vulnerability zones (Fig. 18). The results clearly showed that
the 10 factors used for determination of flood vulnerability zones using the model
clearly correspond to the historical flooding events in the region.
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Fig. 18 Map showing the historical flood sites and the flood zones delimited by our model in the
Souss watershed

5 Conclusion

The flood risk maps are very important for flood prevention and risk management.
The flood risk maps help the decision-makers, water resource managers and planners
to assess the potential risks and accordingly plan and implement flood protection and
possibly flood prevention measures. The multi-criteria assessment demonstrated the
applicability of the thematic layers combined to produce unique flood risk maps for
decision-making for risk management and prevention. The analysis and subsequent
validation clearly showed the applicability and suitability of 10 thematic layers that
represent most important factors responsible for flood risk. However, longer-term
historical flood information in the Souss watershed according to the ABHSMD could
be used in the future analysis to further advance the validation of the model.

The results of this study clearly showed the validity of the methodology for
mapping of flood risk. The study also highlighted the most prominent factors respon-
sible for flood occurrence. It is evidenced from the analysis that the vulnerability
of flood occurrence increases with high-intensity rainfall, closeness of the area to
the river, abstractions of water flow by urban infrastructure, low-lying plains with
poor vegetation. The methodology and approach described above hold promise to
develop spatial maps for comprehensive and integrated planning of risk management
measures at the basin scale.
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In addition, the information obtained from this study could be used in future
research and to further investigate the effects of various factors responsible for
flooding and to develop new models for flood risk assessment. The study clearly
shows that the floods in Souss watershed are heavily influenced by the intensity and
irregularity of rainfall regime in Souss watershed [7], which is considered as the
most determining factor for occurrence of floods, followed by the absence of vege-
tation cover. The irregularity of rainfall has been accentuated these last decades due
climate change. In fact, several national and international studies [40–42] confirmed
that Morocco is one of the most vulnerable regions vulnerable to climate change.
The rainfall variability of the Souss watershed favours the occurrence of floods, due
to of heavy rainfall in a short time and lack of the vegetation cover in the area.

Such improved flood risk maps with combination of information could be used
to implement proactive risk management measures than spending signification
resources to reactive emergency response to flooding. The proactive flood risk
management is several times economical than reactive emergency responsemeasures.
Thus, the analysis and mapping could be an effective tool contributing to the proac-
tive flood risk management for the Souss watershed and also many other similar
areas or watershed.

However, flood risk management has to adopt a comprehensive approach
involving multiple sectors and prepare integrated plans that could protect all
economic sectors such as agriculture, fisheries and tourism that are prevalent in
this region. “The path is long, the roots are bitter, but the fruit is sweet” [43]. Such
is summarized the laborious process of study of the area of the “Souss watershed”,
which started with the exploration of the area in question, through the collection,
processing, analysis and exploitation of data, to finally give rise to the demonstration
of these important results. This study focusing on the Souss watershed could be an
effective reference for other regions and watersheds in Morocco and the method can
be applied in semi-arid and arid climate in several regions in the world, by adding
their own characteristics and information.

Though the methodology is robust enough to identify flood-prone areas and plan
flood risk management measures, the methodology could be further advanced to
improve the accuracy in identification of flood-prone areas. The futureworkmay look
in to identification of additional factors responsible for flooding which is obviously
different for various regions. Inclusion of additional layers on detailed soil types
and its properties, and population distribution and other demographic and land use
features could contribute to improve the accuracy in identification of flood-prone
areas. Further analysis should identify and categorize factors of flood hazard risks and
factors contributing to vulnerability. These factors may include land use, population
distribution, infrastructures, such as roads and bridges in the watershed. Including
multiple factors in the analysis could increase the accuracy and relevance of results
to implement flood mitigation measures.

Overall, theflood riskmapping approachpresented in this paper canbeused toplan
and accordingly to avoid significant damage to road and other infrastructure facilities
in urban areas and loss of assets and livelihoods. To achieve flood preparedness and
prevention, the flood risk maps could be integrated with early warning systems that
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is able to provide advance information about the timing and intensity of flooding.
The advance early warning system with sufficient lead time could affectively protect
the most vulnerable populations from loss of their assets and livelihoods.
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Computational Analysis of a Mobile
Path-Planning via Quarter-Sweep
Two-Parameter Over-Relaxation

A’Qilah Ahmad Dahalan and Azali Saudi

Abstract Over the years, self-reliant navigation has risen to the forefront of research
topics. Improving the path-planning competencies is an extremely important compo-
nent in achieving excellent autonomous navigation. This paper describes a refinement
of the proficiency of mobile path-planning through a computational approach, i.e.
the quarter-sweep two-parameter over-relaxation (QSTOR), to solving path-planning
problems iteratively. The solution of Laplace’s equation (otherwise known as the
harmonic functions) is the source for producing the potential function of the config-
uration space of the mobile robot. Numerical experiments illustrate that, in a given
environment, a mobile robot is able to steer towards a particular destination with
a smooth and ideal path from any beginning location. Furthermore, it is shown
that in terms of the iterations number and computational time, the QSTOR iterative
technique outperforms its predecessors in addressing mobile path-planning issues.

Keywords Laplace’s equation · Finite difference method · Accelerated
over-relaxation · Path navigation · Optimal route · Obstacle avoidance ·
Quarter-sweep iterative techniques

1 Introduction

The robotics discipline is gaining traction in our daily lives as well as in various
domains of modern industrial and cyber-physical automation. With the ability to
embed intelligence into robots becoming more widely available, identifying the
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optimal solutions in the execution of any task, such as for path-planning and naviga-
tion would be easily accomplished. These kinds of tasks could be said as one of the
most complex challenges in intelligence robots. In the direction of constructing an
autonomous mobile robot, it is important for the robot to be competent and accurate
in creating a route as well as be collision-free. Practical algorithms concerning this
difficulty have great exploitation such as in computer animation [1], robotics manu-
facturing [2], architectural design [3], including security, defence, and surveillance
[4, 5].

The aim of this paper is to use numerical potential functions on simulating a
driving point-robot in the configuration space analogously by heat distribution [6].
The employment of such a heat transfer paradigm results in an environment with no
local minima, which give hugely beneficial for robot path-planning. Laplace’s equa-
tion is utilized to depict the analogy of heat distribution across the experiments. The
“temperature values” for the path creation model in the environment, referred to as
configuration space (C-space) are characterized by the solution ofLaplace’s equation,
i.e. the harmonic functions. To solve these functions, a variety of approaches have
been explored, while numerical techniques are most typically used due to their fast-
processingmechanisms and proficiency in solving the problem.This paper conducted
a number of tests to examine the performance of proposed accelerated algorithms
in generating mobile robot paths. The objective behind this study is to examine
and verify the efficacy of the proposed algorithm before attempting to integrate the
algorithm into a real robot for a subsequent study.

2 Path-Planning Structure

Path-planning, in general, allows an autonomous vehicle or a robot to discover the
shortest and safest most obstacle-free path from a starting point to a destination.
Indoor mobile robot path navigation can be achieved in many different ways. A
path navigation algorithm for an identified environment can certainly yield a series
of nodes for a robot to trail. Typically, a grid of a predetermined size is created
to evaluate different algorithms, showing where “passable” is on the C-space. It is
reasonable to assume that the robot can traverse all of the grid’s boundaries.

The structure of this experiment is based on the use of a point-robot to simulate the
motion within the recognized C-space. The robot’s route is determined using a heat
transfer analogy in which the target point (with the lowest potential value) serves as a
heat-pulling sink. While every wall and obstacle (with the highest potential value) is
regarded as a heat source that should always be set as constant. In compliancewith the
heat transfer behaviour, the heat will flow from a higher-temperature region towards
a lower-temperature region, completing the C-space. This event is represented by
harmonic function values, which will result in so-called heat flux lines flowing/
streaming towards the region with the lowest potential value, i.e. the sink. The path
line for the robot to traverse across the C-space was built out in this arrangement, by
following the heat flux line produced. The implementation of the harmonic function
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prevents the event of local minima and can guide the robot to avoid obstacles in the
environment [7].

2.1 Harmonic Functions

A Laplace’s equation-satisfying function is known as a harmonic function provided
in the domain � ⊂ Rn . The borderline of every wall, each obstacle in the region,
primary points, and target points are all contained within the boundary of � for the
development of the robot path. Consider Laplace’s equation below with xi is the ith
coordinates in the Cartesian plane, and n is the dimension.

∇2φ =
n∑

i=1

∂2φ

∂x2i
= 0. (1)

By using the numerical approach, i.e. Jacobi or Gauss–Seidel (GS), Laplace’s
Eq. (1) could be adequately solved. The harmonic function has been shown that it
abides by the min–max principle, which implies it prevents the formation of spurious
local minima excluding the target point and typically creates a smooth path [8]. For
this reason, the harmonic potential technique is a viable and appealing decision for
robot path-planning. Most often, conventional methods [9–11] are used to solve the
Laplace equation. Equation (1) in this paper was solved using the quarter-sweep
iterative approach to improve the acceleration of the computational execution.

A global approach is used to measure the harmonic potentials of the robot C-
space for path-planning problems. The trail lines for a robot to move along from
start to end location without encountering any obstacles are mapped using potential
solutions for Eq. (1). As mentioned earlier, obstacles and walls are viewed as current
sources whiles the target point is to be the sink. The Dirichlet boundary conditions
provide boundary values. Following that, by performing a standard gradient descent
search (GDS) on the potential field, a sequence of potential points with lower values
is found, progressing to the point with the lowest potential value, which is the target
location.

Altogether, this paper attempts to replicate the stated path-planning paradigm,
defining the solution of Laplace’s equation over the resemblance of temperature (for
the potential) and heat flow (for the path line). The experimentation takes place on
a two-dimensional domain with assorted shapes of obstacles, along with the walls.
To address Eq. (1) in gaining potential values for each node, the quarter-sweep two-
parameter over-relaxation (QSTOR) scheme is employed.The existing technique (i.e.
families of over-relaxation methods) was also measured for comparison to analyze
the competence of the proposed scheme.
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3 Materials and Techniques

From Eq. (1), the two-dimensional Laplace’s equation is given as

∇2U = ∂2U

∂x2
+ ∂2U

∂y2
= 0. (2)

The Laplacian operator is implied by ∇2. To compute Eq. (2) using a numerical
method, it should be discretized over the simplest five-point finite difference approx-
imation (5P-FDA). For two-dimensional Laplace’s Eq. (2), let Ui, j approaches the
solution of u along the grid point

(
xi , y j

)
, hence the discretization of these Laplace

equations by conventional five-point stencil is written as

Ui−1, j +Ui+1, j +Ui, j−1 +Ui, j+1 − 4Ui, j = 0. (3)

The iterative routine for Laplace’s Eq. (2) is implying swapping the node value
continuously with the median of its four neighbours. In parallel, all nodes in the grid
point will be computed using Eq. (3), this action is called full-sweep (FS) iteration
(see Fig. 1a). Abdullah [12] later initiated the explicit decoupled group, which was
then known as the half-sweep (HS) approach. This method demonstrates an effective
technique for solving PDEs [13–16]. Since the HS technique yielded such promising
results, Othman and Abdullah [17] came out with an improved approach, namely
modified explicit group, also known as quarter-sweep (QS). Figure 1 indicates the
computational mesh of each sweep technique, where only black points are evaluated
for the whole iteration cycle. In the mesh region, only half and a quarter of the
node points are calculated using HS and QS schemes, respectively. Rationally, this
signifies the reduction of computational time on each iteration. Figure 2 shows the
computational stencils of each technique. It is observed that the HS iteration is
primarily based on rotated 5P-FDA in solving the Laplace equation, given as

Ui−1, j−1 +Ui+1, j−1 +Ui−1, j+1 +Ui+1, j+1 − 4Ui, j = 0. (4)

3.1 Conceptualization of the QS Method

The implementation of the QS iterative scheme will compute only one out of four of
the nodal points at one time (see Fig. 1c) during the iteration process in the C-space.
Consequently, it will decrease the computational complexity drastically, i.e. roughly
75%. The QS approximation equation precisely skipped two nodal points from the
mesh space (see Fig. 2c). Therefore, the formula of QS five-point approximation can
be written as
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Fig. 1 Computational mesh of a FS, b HS, and c QS technique

Fig. 2 Computational stencil of a FS, b HS, and c QS technique

Ui−2, j +Ui+2, j +Ui, j−2 +Ui, j+2 − 4Ui, j = 0. (5a)

Considering finite difference from Eq. (5a), the GS iterative technique for QS can
be rewritten and denoted as

U (k+1)
i, j = 1

4

[
U (k+1)

i−2, j +U (k)
i+2, j +U (k+1)

i, j−2 +U (k)
i, j+2

]
. (5b)

Successive over-relaxation (SOR) is basically a variant of theGS technique.When
implanted SOR approach into Eq. (5b) by appending a weighted parameter ω [18],
the QSSOR iterative scheme is given as

U (k+1)
i, j = ω

4

[
U (k+1)

i−2, j +U (k)
i+2, j +U (k+1)

i, j−2 +U (k)
i, j+2

]
+ (1 − ω)U (k)

i, j . (6)

Be noted that whenever ω = 1, then the SOR approach is in fact simplified to the
GS method.

The accelerated over-relaxation (AOR) fundamentally is a simplification of the
SOR technique with additional optimal parameters, denoted asω andω′ in this paper.
To execute the AOR scheme as proposed in [19], the node points of u(k+1)

i−1, j−1 and
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u(k+1)
i+1, j−1 are interchanged to u(k)

i−1, j−1 and u(k)
i+1, j−1 respectively, as well as inserting

the
ω′

(
u(k+1)
i−1, j−1−u(k)

i−1, j−1

)

4 and
ω′

(
u(k+1)
i+1, j−1−u(k)

i+1, j−1

)

4 nodes into Eq. (6). Now, the new scheme
of QSAOR is provided as

U (k+1)
i, j = ω′

4

[
U (k+1)

i−2, j −U (k)
i−2, j +U (k+1)

i, j−2 −U (k)
i, j−2

]

+ ω

4

[
U (k)

i−2, j +U (k)
i+2, j +U (k)

i, j−2 +U (k)
i, j+2

]
+ (1 − ω)U (k)

i, j . (7)

Meanwhile, the two-parameter over-relaxation (TOR) technique is indeed a
deduction from the AOR scheme. The main intention of this technique is to improve
the convergence speed, ergo of it consists three different relaxation parameters: ω,
ω′, and ω′′. Thus, the QSTOR iterative scheme is

U (k+1)
i, j = ω′

4
U (k+1)

i, j−2 + ω′′

4
U (k+1)

i−2, j + ω

4

(
U (k)

i, j+2 +U (k)
i+2, j

)

+
(

ω − ω′

4

)
U (k)

i, j−2 +
(

ω − ω′′

4

)
U (k)

i−2, j + (1 − ω)U (k)
i, j . (8)

The uncertainty of relaxation parameter values has resulted in the minimum iter-
ation counts. Previous researchers [19, 20] specified that the values of ω′ and ω′′ are
generally chosen remain near to the SOR ω value. The computation is then recurrent
for a range of 1 ≤ ω < 2. So as to discover the optimum value, the relaxation param-
eter values are individual for each sweep case, as certain values are not converged in
some cases (not every value is converged in every case). Additionally, as the values
of each parameter are predetermined before execution, the impact of complexity on
determining the value of parameters on the entire computation is unaffected. It will
certainly shift if the few ranges of parameter values are set in the computation algo-
rithm. The implementation of the QSTOR scheme to solve Laplace’s problem (2) is
described in Algorithm 1.

Algorithm 1. QSTOR iterative scheme

i. Set up the C-space through the designated start and target points

ii. Initialising starting point U, ε ← 10−15, i teration ← 0

iii. For every • node points, calculate

U (k+1)
i, j ← ω′

4
U (k+1)
i, j−2 + ω′′

4
U (k+1)
i−2, j + ω

4

(
U (k)
i, j+2 +U (k)

i+2, j

)

+
(

ω − ω′

4

)
U (k)
i, j−2 +

(
ω − ω′′

4

)
U (k)
i−2, j + (1 − ω)U (k)

i, j .

(continued)
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(continued)

Algorithm 1. QSTOR iterative scheme

iv. Compute the remaining � node points via the direct method

U (k+1)
i, j ← 1

4

[
U (k+1)
i−1, j−1 +U (k+1)

i+1, j−1 +U (k)
i−1, j+1 +U (k)

i+1, j+1

]
,

and ◦ node points by using

U (k+1)
i, j ← 1

4

[
U (k+1)
i−1, j +U (k)

i+1, j +U (k+1)
i, j−1 +U (k)

i, j+1

]

v. Verify the convergence test for ε ← 10−15, then perform GDS to create a path towards
the target. Otherwise, go back to step (iii)

4 Experiments and Results

There are four different C-spaces (with assorted obstacles) over four separate mesh
sizes through the simulation experiments in this study. Although no specific potential
values were appointed to any starting position, the target point was placed at the
lowermost temperature values. During the initial setting, every obstacle and wall
were assigned with the highest potential value where boundary values are described
by the Dirichlet boundary conditions. The free spaces in the environment were made
to be zero potential.

The computational process was carried out using anAMDA10-7400P Radeon R6
with 10 Compute Cores 4C + 6G running at 2.50 GHz and 8 GB of RAM. Provided
that the state for stopping criteria is satisfied, the process of iteratively measuring
potential values at each point continues. The iteration loop will be terminated, where
the variance of the computational values was extremely small, (i.e. 1.0−15), if the
potential values do not show any further changes. This level of precision was neces-
sary for the solutions to avoid saddle points, which are flat areas that fail to produce
routes.

The iteration number and the execution time for every computational approach
are, respectively, given in Tables 1 and 2. As compared to other suggested tech-
niques, the QSTOR iterative scheme has been proven that it is significantly faster.
It is demonstrated that, in terms of iteration number, the QSTOR outperformed the
QSAOR (approximately by 5–12%) and QSSOR (approximately by 15–28%). On
the other hand, the QSTOR decreases QSSOR from 10 to 18% and QSAOR from 9
to 20% in terms of execution time.

4.1 Discussion

The moment the potential values were gained, the route was constructed by carrying
out the steepest descent search following the initial points to the specified destination.
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Table 1 Findings of the proposed schemes for iteration number

Methods N × N

300 600 900 1200

Condition 1 FSSOR 1728 8117 17,831 31,346

FSAOR 1591 7529 16,594 28,984

FSTOR 1656 7815 17,199 27,895

HSSOR 837 4108 9086 15,892

HSAOR 759 3803 8420 14,768

HSTOR 797 3949 8721 14,234

QSSOR 351 2078 4632 8113

QSAOR 348 1913 4280 7508

QSTOR 344 1992 4448 7279

Condition 2 FSSOR 2228 8776 19,254 33,558

FSAOR 2006 7973 17,538 30,573

FSTOR 1893 7553 16,642 29,008

HSSOR 1071 4438 9813 17,149

HSAOR 944 4023 8924 15,614

HSTOR 877 3811 8461 14,813

QSSOR 452 2229 5014 8771

QSAOR 430 2007 4542 7976

QSTOR 414 1890 4305 7558

Condition 3 FSSOR 3624 14,644 33,004 57,484

FSAOR 3236 13,165 29,680 51,738

FSTOR 2843 11,685 26,393 46,021

HSSOR 1780 7445 16,856 29,418

HSAOR 1568 6681 15,149 26,456

HSTOR 1349 5909 13,463 23,523

QSSOR 828 3769 8624 15,061

QSAOR 698 3366 7740 13,545

QSTOR 512 2960 6856 12,023

Condition 4 FSSOR 2507 9868 21,654 37,762

FSAOR 2288 9025 19,840 34,601

FSTOR 2067 8217 18,052 31,519

HSSOR 1212 5000 11,036 19,288

HSAOR 1097 4555 10,098 17,670

HSTOR 967 4141 9180 16,085

QSSOR 555 2502 5638 9873

QSAOR 467 2287 5148 9030

QSTOR 427 2066 4676 8215
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Table 2 Findings of the proposed schemes for execution time (in second)

Methods N × N

300 600 900 1200

Condition 1 FSSOR 8.13 227.95 1134.25 3728.92

FSAOR 8.61 230.17 1148.87 3692.74

FSTOR 7.60 233.91 1188.08 3565.09

HSSOR 2.39 81.24 404.15 1375.27

HSAOR 1.72 73.76 369.91 1247.65

HSTOR 2.55 84.84 413.84 1335.52

QSSOR 0.39 14.99 81.55 293.92

QSAOR 0.56 15.83 84.47 292.46

QSTOR 0.38 16.46 87.40 279.95

Condition 2 FSSOR 10.69 251.72 1270.23 4077.22

FSAOR 10.27 248.24 1226.66 3976.33

FSTOR 9.39 233.83 1194.50 3732.02

HSSOR 2.95 86.77 445.70 1423.27

HSAOR 2.75 76.79 403.25 1263.63

HSTOR 2.70 82.42 401.42 1326.65

QSSOR 0.64 16.69 90.03 313.44

QSAOR 0.56 16.68 89.98 314.14

QSTOR 0.52 15.19 85.08 287.87

Condition 3 FSSOR 16.22 427.27 2190.45 7432.68

FSAOR 18.66 418.45 2073.25 7254.02

FSTOR 15.20 369.55 1927.30 6300.13

HSSOR 5.16 154.79 783.72 2634.52

HSAOR 4.80 137.18 721.94 2300.84

HSTOR 4.30 135.81 661.90 2262.25

QSSOR 0.92 30.04 166.12 567.28

QSAOR 1.08 29.24 161.76 570.33

QSTOR 0.77 25.35 144.71 488.66

Condition 4 FSSOR 11.02 281.85 1441.47 4853.57

FSAOR 12.52 281.78 1423.54 4743.21

FSTOR 10.91 255.82 1292.23 4269.42

HSSOR 3.58 102.16 510.22 1686.65

HSAOR 3.08 92.44 471.17 1511.93

HSTOR 2.99 93.87 458.45 1527.54

QSSOR 0.75 19.85 106.87 369.38

QSAOR 0.73 19.97 108.78 364.51

QSTOR 0.66 17.80 94.22 320.61
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The development of path creation was brief, wherein the algorithm plainly picks the
lowest temperature value of its adjacent points from the current point. This action
remains until themarked target point is achieved. In accordance with the heat transfer
analogy with numerical computation, the paths were favourably generated in an
obstacle environment as shown in Fig. 3. Each and every single beginning point
(green square point) successfully reached the designated destination position (red
round point) and evaded various obstacles set in the C-space. Through robot 2D
simulator [21], the simulations solely evaluate known static two-dimensional indoor
configurations.

To simplify the data, the line graph of the iteration counts, and the time taken
for every condition was presented in Figs. 4 and 5, respectively. Clearly shows
that all four conditions provide a similar pattern, demonstrating that the QSTOR
scheme produced the best outcomes in developing and completing the path as
compared to other techniques for both iteration counts as well as CPU time. It can be
deduced from the results table and the line chart that utilizing the HS approach has
resulted in a nearly and more than 50% reduction than using the standard proce-
dure. Whereas, nearly 75% diminution has taken from QS technique as against
conventional technique.
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Fig. 3 Produced pathways from various start (green square point) and goal (red round point) points
for varied C-space
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Fig. 4 Performance graph concerning the iteration counts in various C-space sizes
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Concerning the computational complexity analysis of all iterativemethods consid-
ered, it is assumed that each arithmetic operation requires one unit of computational
time. Theoretically, as the complexity analysis is reduced, the number of iterations
will become lesser, thus decreasing the CPU time. Even though the number of arith-
metic operations for the families of the TOR method is more compared to families
of SOR as well as AOR, they converge faster since the presence of weighted param-
eters [22]. The remaining points, on the other hand, will be omitted in the whole
calculation of the computational complexity since they will give no significance to
the computation as it does not contribute to the changes in the calculation. After all,
the loop for the remaining point is only at one.

It is obvious that the computational complexities of the FS algorithms are reduced
drastically by the HS and QS algorithms by approximately 50% and 75%, respec-
tively. As discussed before, only half of the node points are involved during the
iteration process of the HS algorithms. For QS algorithms, the iteration process only
involves a quarter of node points. Therefore, by reducing the amount of node points
involved during the iteration process, convergence can be achieved much faster, thus
improving the overall performance of the iterative methods and the path searching
process. As for the relation between computational complexities and CPU time, it
shows that the higher the complexity, often resulting in higher the CPU time.

5 Conclusions

Owing to the fact the recently developed and newly found techniques, along with the
availability of fast machines today, this experiment demonstrates that the solution
to mobile path-planning problems through numerical approaches is, in fact, creative
and doable. The results table shows that the TOR iterative scheme, in contrast to
conventional SOR and AOR techniques, was faster in terms of iteration counts and
processing time. Moreover, the implementation of the QS scheme towards the finite
difference technique contributes to decreasing computational complexity, leading to
the formulation of quarter-sweep two parameter over-relaxation (QSTOR), which
provided significant results in this study. The results are unaffected by an increasing
number of obstacles because the computing process is only becoming faster as the
calculation ignores or disregards the zones occupied by the obstacles. The edge of
the proposed algorithm is that it allows the robot to move from starting position to
the ending position safely along the shortest path, regardless of the obstacle’s size,
form, or placement.
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Integrating IoT Sensors to Setup a Digital
Twin of a Mixed Model Stochastic
System for Real-Time Monitoring

Philane Tshabalala and Rangith B. Kuriakose

Abstract The ongoing digital revolution, commonly referred to as Industry 4.0 has
underpinned the importance of real-time monitoring in the manufacturing industry.
Real-time monitoring assists with detecting abnormal changes in the production
process and also looks for ways to keep the production efficient. An ideal real-time
monitoring system must have a sensor network with different types of sensors that
will help with data collection. Internet of Things are one of the technologies that can
be used for the enabling of real-time monitoring and their ability to transfer the data
over a network is automated. The challenge in the manufacturing industry today is
having a system that can respond to the abnormal changes in real-time. The existing
systems that are currently used for real-time monitoring have some limitations, and
therefore this article proposes a digital twin as a possible solution. Digital twins
have evolved throughout the years and they will continue to evolve for the next
decade, as they play an important role in digital transformation and the vision of
smart manufacturing. They have the ability to use live-data as inputs and therefore
can predict a number of what-if scenarios, downtime and future faults both in real
time or using the historical data. This article discusses all the necessary steps that
are needed in developing a data-driven digital twin in the manufacturing industry.

Keywords Digital twin · Internet of things · Real-time monitoring · ThingSpeak ·
Stochastic systems
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1 Introduction

The competitiveness of the current global market forces manufacturing firms to stay
efficient and produce quality products, as there is no room for errors. This means
in order to remain competitive in the market, the firm must be able to adapt to new
technologies [1]. One such technology is Real-Time Monitoring (RTM). RTM is
critical, as it allows operators and engineers to see and respond to events such as
downtime, faults, failures and other issues that might affect the production [2].

Real-time is a term that can be defined as the ability of the system to respond
to any swift change in a way that the response is almost at the same time that the
change/event occurred on [2]. Real-time data collection is challenging as it must
not interfere with the running application [3]. For this reason, the simulation models
(such as digital shadows [4] and optimal solutions [5]) that are currently available
do not take in real-time data as inputs for simulations or tests, and therefore these
models have a number of limitations [4].

The disadvantage of these traditional models is that they are not connected to the
physical system which means there is no real-time data collection and therefore not
a solution to the challenges in today’s market [4]. Some of the challenges in today’s
market, but not limited to, are high demands in product variety, shorter lead times,
real-time monitoring and controlling. This can assist in pre-predicting production
flaws and the design reconfigurations [6].

Digital twins (DTs) are part of the emerging fourth industrial revolution and they
are known for their ability of linking the physical and digital worlds [7], therefore
making them a possible solution to a number of challenges in today’s global market.
A DT can be defined as a mirror image of a real-world object presented in a digital
world, for real-time monitoring, controlling, simulation and testing [8].

This article looks at how to develop a data-driven DT in the manufacturing
industry, from the selection of different Internet of Things (IoT) sensors to having
a real-time monitoring model. The article is divided into five sections. Section 2
discusses mixed model stochastic systems, available methods for real-time moni-
toring, IoT sensors and ThingSpeak. Section 3 discusses the aim and methodology
of this research. Section 4 looks at the results. Section 5 discusses the conclusion
and future works.

2 Background

2.1 Mixed Model Stochastic System

Assembly lines are an integral part of a manufacturing process and are used to
move products from one workstation to the next [9]. The time a workstation takes to
complete the tasks assigned to it is referred to as task time [10]. By nature of operation
an assembly line can either be deterministic or stochastic [9]. A deterministic system
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is a system where the inputs are known or pre-determined while a stochastic system
is a system in which the inputs are not pre-determined [4].

Stochastic systems fitwellwith today’smarket, as one of the demands of the fourth
industrial revolution (4IR) is the need of customized products [11]. Hence, a mixed
model stochastic (MMS) system refers to a system that is designed or developed to
produce a variety of products using different inputs [4]. This article discusses the
setup and integration of IoT sensors to a MMS system with the aim of creating a
data-driven digital twin that will showcase the importance of real-time monitoring
in smart manufacturing.

2.2 Current Methods That Are Used for Real-Time
Monitoring

RTM helps with identifying the actual time a fault occurred on and the time it was
attended to and resolved, by sending the user alerts and notifications [3]. These are
some of the methods or techniques that are available and currently used for real-time
monitoring across the globe:

• Data Acquisition (DAQ) System

DAQ can be defined as a technique that is used for digitalizing the data from different
sensors so it can be stored in computers, where it can be displayed and analyzed.
DAQ system are used in various industries for tests, measurements and automation,
and are known to be the best in measuring the current and voltage signals [12]. A
DAQ system consists of and not limited to sensors, communication links, signal
processors, computers, DAQ software, just to name a few [12].

• Lean Manufacturing (LM)

Lean manufacturing can be defined as an approach that aims at exceeding the
customer’s expectations by continuously reducing all kinds of waste (overproduction
and over processing) in the manufacturing process to enhance the production and
produce products at lower costs [13, 14].

• Cloud Manufacturing (CM)

Cloudmanufacturing is a new technology that was developed to transform the manu-
facturing industry [15], it can be defined as a newparadigm that ismade of the existing
manufacturing models with the support of new technologies such as IoTs and cloud
computing with the aim to keep the production efficient and promote collaborations
within the industry [16]. CMmakes use of IoT technologies such as radio frequency
identification (RFID) and wireless communications for real-time monitoring [17].

However, these techniques have their limitations.The limitationofDAQsystems is
that they comewith built-in sensors and therefore can only be utilized for that specific
application and also initial training is required for new users and programmers [18].
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The limitation of LM is that it takes time to give feedback (meaning the response is
not in “real-time”), as it wants to give out an accurate response. LM must be used
with other emerging technologies such as cloud manufacturing in order to defeat this
time factor [1]. The limitations of CM are network outages and the risk of unexpected
downtime since CM is an Internet-based system [19].

2.3 IoT Sensors

IoTs are one of the new technologies that were developed in the emerging Industry
4.0, which can be defined as the technology that enables interaction between the
physical and the digital worlds with the goal of sharing resources, data and infor-
mation [20]. The selection of IoT sensors is one of the first and important stages
when setting up a real-time monitoring system, as these sensors enable the system
to collect data and detect the type of data coming from the physical object [21].
Selection of wrong sensors may result into the developed system not functioning as
expected [21].

2.4 ThingSpeak

The advent of IoTs has led to the release of hundreds of different platforms, one
being ThingSpeak [22]. ThingSpeak allows collection, virtualization and analyzation
of live data and has built-in libraries to support IoT devices [22]. ioBridge devel-
oped this open source application back in 2010 [23]. The easy interface and data
processing is what makes ThingSpeak stand out from the other IoT platforms, credit
can be given to the support of the MATLAB language and MATLAB toolboxes. The
Hypertext Transfer Protocol (HTTP) and the Message Queuing Telemetry Transport
(MQTT) are the two communication protocols used by ThingSpeak to prove APIs
[22]. Thingspeak’s main component is the channel, which stores the data sent from
various IoT devices [23].

3 Methodology

The selection of different IoT sensors shown in Fig. 1 was done based on the aspects
that this system wishes to monitor. Arduino uno is a microcontroller that functions
as the brain of this system, as it is the one responsible for the collection of data from
the IoT sensors. The data must be sent to the cloud (ThingSpeak) after collection and
this system will do that with the help of the ESP-01 (a Wi-Fi module), as it enables
connection between the microcontroller and the Wi-Fi network.
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ESP-01
ARDUINO 

UNO

pH Sensor

IR Sensor

Flow Sensor

Ultrasonic 
Sensor

Fig. 1 IoT sensors setup block diagram

This article uses the case study of the smart water bottling plant at the Central
University of Technology, Free State. The water bottling plant is made of three smart
manufacturing units (also known as SMUs) which are driven by Programmable
Logic Controllers (PLCs), for filling, capping and packaging. Figure 2 [24] shows
the proposed setup and how the different IoT sensors will be installed to monitor the
raw materials in these SMUs by creating a digital twin of this water bottling plant.

The digital twin of the smart water bottling plant [25] was developed using
MATLAB/SIMULINK. This model is capable of taking in real-time data from the
IoT sensors (sent to ThingSpeak) and use it as inputs to monitor in real time the raw
materials (Fig. 3).

Fig. 2 Proposed experimental setup for the digital twin
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Fig. 3 Digital twin model on SIMULINK

4 Results

Asdiscussed in the previous section, themicrocontroller collects the live data from the
selected IoT sensors and send it to ThingSpeak for visualization and data analysis.
The data is split to different fields of the ThingSpeak channel and presented in a
graphical format, as shown in Fig. 4.

A channel with the name “WATERBOTTLINGPLANT”was created on ThingS-
peak. The channel consists of three fields for real-time monitoring of the water level,
number of bottles and the water flowrate. Figure 4 shows the live data coming from

Fig. 4 ThingSpeak channel “WATER BOTTLING PLANT”
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Fig. 5 Digital twin taking live data as inputs

Fig. 6 Dashboard

the three IoT sensors. It should be noted that data displayed was for testing if the
sensors can be integrated to send data to the channel fields in real time.

The developed digital twin in Fig. 5 shows how the live data will be streamed and
used as inputs to enable real-timemonitoring and calculations of cycle time. Figure 6
shows how the data will then be shown on the dashboard (on SIMULINK) for the
user to have a simplified visualization.

5 Conclusion and Future Works

This article focused on the integration of IoT sensors for setting up a data-driven
digital twin, so as part of future work more features will be added to the digital twin
and it will be used for predicting possible bottlenecks, calculating the cycle time
and to minimize the downtime. A digital shadow will also be created for the water
bottling plant and the results will be compared with that of the digital twin. It is
hypothesized that the ability of the digital twin to use live data as inputs will reduce
the cycle time better compared with the digital shadow.
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Deep Learning-Based Multi-task
Approach for Neuronal Cells
Classification and Segmentation

Alaoui Belghiti Khaoula, Mikram Mounia, Rhanoui Maryem,
and Yousfi Siham

Abstract Neurodegenerative diseases are causing death increasingly due to lack of
treatment, and the challenges professionals in the medical field are having regarding
the precision of the diagnosis, which is extremely hard for an individual to accurately
determine the progression of the disease based on cell images.As inmanyother issues
deep learning has helped optimize the diagnosis process and automize the cell lines
classification and segmentation; we used a multi-task architecture to address the two
tasks by one accurate model to determine the cell type and extract a precise segmen-
tation of the cells, facilitating the diagnosis process for the professionals in medical
field, and refer to the neurodegenerative disease that should be treated. Therefore, to
achieve accurate results we have based our solution’s architecture on state-of-the-art
segmentation model U-Net for medical images with pre-trained classification mod-
els (VGG16 and MobileNetv2 separately) as backbones for classification task. We
applied our models on the Sartorius cell instance segmentation dataset containing
phase-contrast microscopy (PCM) images of human neuronal cells along with their
annotations; despite the small number of images provided, the dataset contains a
high amount of annotated cells. Combining the two tasks in one model reached a
segmentation performance of 79.6 and 80.1% for theU-NetmodelwithMobileNetv2
backbone and VGG16, respectively, outperforming the single task U-Net that only
achieved 75%, simultaneously a classification accuracy of 99.6 and 99.7% with the
multi-taskmodels with theVGG16 and theMobileNetv2 backbone compared to 95.7
and 93%, respectively, for the VGG16 and the MobileNetv2 classification models,

A. B. Khaoula (B) ·M. Mounia · R. Maryem · Y. Siham
Meridian Team, LYRICA Laboratory, School of Information Sciences, Rabat, Morocco
e-mail: khaoula.alaoui-belghiti@esi.ac.ma

M. Mounia
e-mail: mmikram@esi.ac.ma

R. Maryem
e-mail: mrhanoui@esi.ac.ma

Y. Siham
e-mail: syousfi@esi.ac.ma

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
X.-S. Yang et al. (eds.), Proceedings of Eighth International Congress on Information
and Communication Technology, Lecture Notes in Networks and Systems 693,
https://doi.org/10.1007/978-981-99-3243-6_25

321

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3243-6_25&domain=pdf
mailto:khaoula.alaoui-belghiti@esi.ac.ma
mailto:mmikram@esi.ac.ma
mailto:mrhanoui@esi.ac.ma
mailto:syousfi@esi.ac.ma
https://doi.org/10.1007/978-981-99-3243-6_25


322 A. B. Khaoula et al.

proving that this approach gets a high accuracy in terms of classification and seg-
mentation tasks and outperforms the mono-task models applied in the context of the
Sartorius cell competition.

Keywords Neuronal cells · Segmentation · Classification · Deep learning ·
Medical imaging ·Multi-task

1 Introduction

Neurodegenerative diseases such as Alzheimer’s and Parkinson’s [11] are causing
death increasingly due to the absence of cures and the basic symptom-based treat-
ments, leading to more intention on early and precise diagnosis of such diseases.
Professionals in the medical field are having several challenges regarding the preci-
sion and speed of neuronal diseases diagnosis, which is difficult for a human being
to accurately determine the regression of neuronal cells. The process of analyzing
the types and morphology of neuronal cells have been a revolution in neuroscience
[7]. Microscopy imaging techniques, especially phase contrast microscopy (PCM)
[1], are widely used to capture cells morphology, making the images acquisition an
interesting boost for computer-aided analysis of these cells structure and behavior.
As in many other fields, machine learning and especially deep learning advanced
techniques, either through supervised or unsupervised learning [4, 14], interfere to
optimize the process; in the medical field it helps in several diagnosis process [8]
and disease detection [15], in our case intending to automate accurately the neuronal
cells analysis. Recent image processing techniques havemade it easier to capture in a
detailed level as cell lines and analyze their morphology using computer vision (CV)
tasks, mainly the classification and segmentation tasks, considering how important is
the segmentation task when made accurately with computer-aided methods in order
to monitor the cell’s pattern and then the progression of the studied neuronal disease.
Current cell analysis solutions have limited the model use in one main task either
classification of cell lines or segmentation, instance to facilitate the cell counting
or semantic to focus on neuronal cells morphology even though there are several
datasets that used professional’s big efforts to present cells labels and masks in order
to facilitate the classification as the segmentation tasks. A previous study in 2021
presented an interesting large cell segmentation dataset called LIVECell [5], with
more than 5K PCM cell images representing eight different cell lines. Several deep
learning solutions validated on the LIVECell dataset under-represented the neuronal
cell line Shsy5y with low segmentation accuracy, which may go back to the special
morphology of this cell type making the segmentation process extremely challeng-
ing. Regarding the morphology and other challenges that faces neuronal cell image
segmentation, such as the background noise and contrast of cell boundaries,we notice
multiple advances using several applications of deep learning models on cell lines
analysis. Models based on deep neural networks have been applied to a wide range
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of computer vision (CV) tasks, mainly the classification [12], and the semantic seg-
mentation tasks [16] However, existing studies have not dealt with the segmentation
as well as the classification task at the same time with effective solutions; most of the
proposed solutions are based on mono-task models, which are directly effected with
narrow data for extensivemodel training. To address this issue, we choose to base our
solution on multi-task learning [2] to implement a effective architecture based on the
close tasks of classification and segmentation sharing many characteristics which
helps creating one backbone and differentiate the head of the model to precisely
apply the two tasks, in order to optimize the material and time resources consump-
tion on relatively small datasets as provided for the neuronal cells analysis. In order
to achieve such high precision results, our deep learning approach is based on convo-
lutional neural networks (CNNs) multi-task models able to classify and segment cell
images at the same time. As a backbone, we used the state of the art, medical images
segmentation, U-Net model [17] and the pre-trained classification models, VGG16
[19] and MobileNetv2 [18] for the encoder. We evaluated the proposed architectures
on the Sartorius cell instance segmentation dataset recently uploaded in a competi-
tion context that have shown better performance than segmentation only with U-Net,
or classification with VGG16 or MobileNetv2 .

To describe the solution, we first review some related works to the techniques and
the dataset used in Sect. 2, and then, we cover in Sect. 3 the dataset with a detailed
description of the proposed architecture. After that in Sect. 4, we list the experimental
results along with discussion. Lastly, in Sect. 5 we summarize the paper and point
out future research directions.

2 Related Works

Neuronal cells classification and segmentation is extremely important to ensure a
precise monitoring of neurological disorders, several works have addressed the sub-
ject using different datasets; made with professionals efforts to provide a computer
treatable data as in recent LIVECell dataset and its follow Sartorius Dataset, or
in deep learning solutions that employ deep neural network (DNN)-based models
for cells segmentation. [21] presented an hierarchical neural network applying the
object detection and segmentation tasks, with full use of features at different levels.
Another work of [13] used auxiliary cells in an attempt to over-parameterize the
semantic segmentation model’s architecture, for [22] focuses its solution on a box-
based cell instance segmentation using keypoints detection, providing a cell detection
with bounding boxes as well as segmentation masks. Yi et al. [23] added an attention
mechanism to a special architecture merging a single-shot multi-box detection and
segmentation using U-Net model. In another approach, [9] proposes a solution for
cells tracking multi-task model based on the classification and the detection with
bounding boxes; with the same idea [3] approaches the problem from a time track-
ing view; in a weekly bases it combines the detection and segmentation tasks in an
intensive multi-task model architecture.
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Therefore, we notice that our solution differs from the existing DNN-based cell
images analysis architectures in several levels. First, the use of newly provided
datasets which have benefited from the advances of technology is to provide pre-
cise segmentations and classifications of the studied cells, and also, the effect of
transfer learning for cell-type classification has not been extensively used. Given the
similarity between the classification and segmentation of medical images, we cannot
skip how useful it is to combine the two tasks in one model and reduce the resources
consumption in a relatively small duration with the small dataset provided. These
common but interesting techniques helped us to provide a better performing solution
for the neuronal cells classification and segmentation through several experiments
and comparisons.

3 Materials and Methods

3.1 Dataset Description

The dataset we used is the Sartorius Cell Instance Segmentation dataset (SCIS),1 gen-
erated for a Kaggle competition recently finished on the December 30, 2021. SCIS
dataset is sort of a follow-up dataset of the large LIVECell dataset, annotated man-
ually by professionals and validated by medical experts. It represents eight different
cell lines, including Shsy5y, with a unique neuronal morphology and overlapping
cells affected its segmentation accuracy. So they developed the new SCIS dataset
focusing the image analysis more on neuronal cells segmentation.

The SCIS dataset consists of three neuronal cell types, namely Cort, Shsy5y,
and Astro. The dataset consists of a total of 606 PCM image samples of all three
types, including 320 Cortical neurons (Cort), 155 Shsy5y, and 131 astrocytes (Astro)
samples. Shsy5y cells may be transformed to various types of functioning neurons by
adding particular substances, making it a model for neurodegenerative illnesses. In
addition, the Shsy5y cell line has beenwidely employed in experimental neurological
investigations, including analysis of neuronal development,metabolism, and function
in relation to neurodegenerative processes, neurotoxicity, and neuroprotection [10].
Astrocytes are a type of glial cell that outnumber neurons by a factor of five. They
tile the entire central nervous system (CNS) and perform a variety of important
complicated tasks in a healthy CNS [20].

From the SCIS samples, the average number of annotations per image is 34 Cort,
337 Shsy5y, and 80 Astro cells. For the mask area represented by number of pixels
is 240 for Cort, 224 Shsy5y and 906 Astro. As noticed, the Astro cells are highly
represented than the other cell lines, while Shsy5y cells show the highest density. All
cell images have similar dimensions, 520× 704. The SCIS dataset contains PCM

1 https://www.kaggle.com/c/sartorius-cell-instance-segmentation.

https://www.kaggle.com/c/sartorius-cell-instance-segmentation
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Fig. 1 SCIS cell types samples: for each cell line we present in left the original cell PCM image
and in the right side its segmentation mask

images each one is related to several mask annotations. In Fig. 1, there are three
different samples from the three cell lines with an original PCM image in the left
side and the human-annotated mask in the right side, the first one represents the cort
cell line, followed by Shsy5y type and last Astro cell, which represents the difference
between the three cell types in terms of shape, size, and density.
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(a) With VGG16 (b) With MobileNetv2

Fig. 2 Multi-task U-Net architecture

3.2 Multi-task Learning

Benefiting from the humans way of thinking and processing learning new things,
mostly based on the knowledge gained from previous activities; the multi-task learn-
ing (MTL) [2] comes as an implementation of such a robust process to use the
relativity between two tasks in order to apply them simultaneously and increase their
performance, which makes it a more efficient solution in limited data cases. MTL
can learn robust representations between related tasks. These shared representations
increase the efficiency of the data, which leads to better performance and amitigation
of the risk of excessive overfitting.

In this article, we use the multi-task architecture based on U-Net; considering as
it was designed specifically to handle the segmentation of complex medical images
and has proven its good performance in the medical field as well as in many oth-
ers. Using hard parameter sharing, we combined transfer learning and multi-task
learning [6], where the decoding block uses pre-trained models, VGG16 (Fig. 2a)
and MobileNetv2 (Fig. 2b) on the extensive ImageNet Dataset. The use of transfer
learning allows for robust feature learning and reduces the number of parameters to
be trained. It also allows the model to converge much faster compared to a model
trained from scratch.

Thanks to the special architecture of the multi-task network, the components are
able to inter-share the features extracted fromprevious layers, so that they can be used
for prediction of both tasks on the neural cells. The architecture Fig. 2a is based on an
encoder–decoder network that uses skip-connections to overcome the information
loss through the multiple layers.

The encoder part is utilized in order to extract the image perspective, using a
classical stack of convolution layers and Maxpool, adding Fully Connected Layers
to generate a label related to the inserted image. Bottleneck comprises a compressed
representation of the input data; we are then able to generate a cell line as a classifi-
cation label and a mask containing the segmented cells.
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3.3 Training and Evaluation Metrics

In this section, we provide additional information on the training process and the
metrics used to evaluates our models performance. While the training process of the
multi-task models took an optimal time considering the combined tasks of classifi-
cation and segmentation of the cell images, we first preprocessed the CSIS dataset
images.

Dataset Preprocessing: As a first step, we needed to extract the masks images from
the annotations provided in the CSV file of the training set, with overlapping the cells
labels in order to provide a precise mask of the cells which later facilitates the feature
extraction for our segmentation task. For an efficient learning, we used also data
augmentation (DA) techniques to overcome the data sparsity and effectively improve
the learning process by extending our training sampleswithmultiple transformations,
using rotation, shearing, and flipping techniques.

Accuracy: In case of binary classification, the model tries to calculate whether the
samples are Positive P or Negative N . The model’s response may be listed as a
confusion matrix, which is mostly separated into four different groups: Positive
samples properly classified which we call the (TruePosi tivesT P). The samples
misclassified as positives are named (FalsePosi tivesFP). Then, we call the neg-
ative samples that were properly identified (TrueNegativesT N ). Similarly, the
(FalseNegativesFN ) are the positive examples predicted as negative. Based on
these values, we are able to predict the model’s accuracy, by calculation the propor-
tion of correct samples T P to the total number of predictions.

Dice Coefficient: Awidely applicable metric in several fields as computer vision and
Natural Language Processing (NLP), in most cases the Dice Similarity Coefficient
(DSC) is used to evaluate the segmentation task performancemeasuring the similarity
between the segmented pixels and the ground truth. The coefficient value goes from
0 to 1, no overlap of the pixels to complete overlap.

Loss Function: We used a linear combination of task losses; for the multi-class
classification task we based on the categorical cross-entropy loss as in the equation:

lossC(P,G) = 1

N

N∑

i=1

C∑

c=1

(Gic log (Pic))

where P is the vector combining the predicted probability of each class, comparing
it to G as grading ground truth. N represents the examples of training samples and
C total of categories, As output Pic represents the probability distribution for i th
observation referring to the c class, so the target Gic may be considered true.
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For the semantic segmentation task, we get as output a prediction map containing
a class label as integer in each pixel. Considering its value as binary classification to
determine whether the studied pixel belongs to the cell or to the image background.
Therefore, the loss equation represents a binary cross-entropy composed by the aver-
age loss of all examples, considering n total examples, y as true label, yi an element
of the label, ŷ the model’s prediction and ŷi an element of the prediction:

lossS(y, ŷ) = −1

n

n∑

i=0

[yi log(ŷi )+ (1− yi ) log(1− ŷi )]

Finally, the multi-task model’s loss function represented by Total_loss is a linear
combination of the classification and segmentation loss.

In the coming part, we discuss the results of the implementation of our multi-task
architecture regarding the segmentation and the classification tasks.

4 Results and Discussion

Mono-task Multi-task
MobileNetv2 (%) VGG 16 (%) MobileNet

encoder (%)
VGG16 encoder
(%)

Classification 95.7 93 99.7 99.6
Segmentation 75 79.6 80.1

Neuronal cells importance: As much as it is hard to precisely overcome the indi-
vidual diagnosis, presenting a computer use ready datasets is extremely heard to
segment and label, which proves how important the neuronal cell datasets even with
a small number of samples; all in the purpose to facilitate the diagnosis process for
professionals in health sector. In order to assist the development of new cures for the
deadly character and the risks that presents neurological disorders. Despite having
a relatively small number of samples in the SCIS dataset used, we have achieved
interesting classification and segmentation performance using recent deep learning
techniques, using the similarity between the two tasks as the previous learning on
large datasets to classify the cell lines.

Wenoticed that themulti-taskmodels eitherwithVGG16encoder orMobileNetv2
performs highly compared to mono-task U-Net model for the segmentation task and
VGG16 or MobileNetv2 for the classification task. Regarding the classification task,
the multi-task model MobileNetv2 and VGG16 performed relatively similar with an
accuracy of 99.7% and 99.6%, respectively. Compared to single task classifiers, the
multi-task one improves accuracy of classification from 93% to 95.7%, respectively,
for the mono-task VGG16 and MobileNetv2, up to 99.7% for MobileNetv2 multi-
task classification model.

Regarding the segmentation task, the multi-task model produced the best results
on three cell lines, we have got a dice coefficient of 79.6% and 80.1%, respectively,
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Fig. 3 Segmentation results

for the MobileNetv2 backbone and VGG16 against 75% for the mono-task U-Net
model. Our model is able to accurately segment the cells in the PCM images as it
has also determined with high accuracy that the first represented image id astro cell
line followed by a cort cells and then the segmentation of Shsy5y cell type, Fig. 3.

As noticed previously, our approach outperforms the mono-task models in all
different tasks analyzed, also that the multi-task model with VGG16 encoder outper-
forms the model with MobileNetv2 backbone in terms of segmentation as complex
task who requires a heavy computing and takes longer training time, but in terms of
classification, the light architecture ofMobileNetv2 helped themodel outperform the
VGG16 backbone model. Although both models proved to be an optimal solution to
facilitate the diagnosis process as well as the progression analysis of the cells types
and morphology.
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5 Conclusion

Deep learning-based neuronal cell images analysis has been an interesting pathway
that can help uncover new cures in neuroscience. Current approaches fall short in
segmentation precision basically due to the data scarcity, irregular morphology of
cell lines, low quality, and cells overlapping. Despite these challenges, we proposed a
multi-task learning approach to cover the classification task along with the semantic
segmentation in order to treat each cell line separately and improved performance
over state-of-the-art single-tasking models.

In this approach, we tried to focus on the main challenge commonly encountered
in computer-aided neuronal cells analysis, namely the lack of annotated images by
the multi-task architecture and dealing with two tasks executing one model. The
results show that the approach is more effective than the single-tasking techniques,
and it could be applied to other datasets tomeet different medical problems and prove
its efficiency to optimize several diagnostic processes.

Although these solutions prove a better performance than other models dealing
with the classification and semantic segmentation issues, the dataset competition was
provided in an instance segmentation context; we centered our attention on the cells
morphology rather than cell counting that is possible onlywith instance segmentation
which we suggest future search direction of a model architecture using an instance
segmentation as Mask-RCNN to uncover more detailed cellular mechanisms and get
to a robust solution where we are able to differentiate not only between cell lines but
also between cells of the same type.
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Abstract In this paper, the growing European data center and the increasingly
mature cloud computing technology were proposed to realize the construction of
Urban Digital Public Health Security System (UDPHSS). And the scheme of Inno-
vative UDPHSS for European modern cities under the COVID-19 pandemic was
designed. Respiratory sounds, containing the structure information of individuals’
respiratory system, are analyzed and compared by fast Fourier transform (FFT) and
spectrogram. Further extraction and understanding of respiratory sound features
of the COVID-19 patients will be aided by means of artificial intelligence. The
Pearson correlation coefficients were used to classify individuals’ degree of infection
with COVID-19, and the membership functions were further constructed to realize
the fuzzy logic control of UDPHSS for the allocation of items/medical resources/
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1 Introduction

Smartphones were pioneered in the 1990s when IBM engineer Frank Canova real-
ized that chips and chip-and-wireless technology could be put into handheld devices.
Along with this, smartphone comes a series of new concepts, including smart city.
Despite nearly 30 years of development, digitization has not been completely popu-
larized in modern cities, and our concern for data privacy and protection has always
been a limiting factor in the development of urban digitalization, i.e., people have
not fully exploited it.

Since 2019, the COVID-19 pandemic has been breaking out all over the world,
causing huge damage and impact on people’s lives, the economy of society, and
the development of countries. As a major public health emergency, the COVID-19
pandemic has six characteristics: (I) the diversity of virus sources, (II) the differences
in the spatial–temporal distribution of virus transmission, (III) the extensiveness of
virus transmission, (IV) the complexity of causing harm, (V) the complexity of
governance, and (VI) the emerge of social-trust crisis. However, this classification
does not apply to objective scientific analysis of the impact of COVID-19. The impact
of COVID-19 on a city is closely tied to its transmission status within the city.

The spread of the COVID-19 pandemic has promptedmunicipal leaders to rethink
the irreplaceable practical value of ICT and IoT network in improving city manage-
ment, resilience, sustainability, and more. The construction of the Urban Digital
Public Health Security System (UDPHSS) is now a priority and being acceler-
ated. UDPHSS can be used as a social management and control aid during the
spreading phase of a pandemic, which helps relieve the pressure of scarce medical
resources. Additionally, the implementation of contactless, semi-automated, digital
work models in the healthcare sector can provide comprehensive protection and
enhance convenience for healthcare workers and volunteers.

2 Concepts and Equipment Basis

2.1 Portable Digital Stethoscope

Existing digital filters mostly use piezoelectric sensors (also known as contact sound
sensors) to detect and record respiratory sounds. And piezoelectric sensors, which
can directly convert respiratory sound signals into electrical signals through sensi-
tive components, are able to detect lung sounds more effectively than traditional
capacitive sensors that rely on air perturbation. In our past work [1–3], the breathing
process was compared to a semi-Markov process, the statistical characteristics and
spectrograms of the respiratory sounds were studied, and a portable digital stetho-
scope which can transmit data via Bluetooth was developed, as shown in Fig. 1.
The portable digital stethoscope is low-cost and can be linked to a mobile phone via
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Fig. 1 Portable digital
stethoscope designed by
Lutsenko team

Bluetooth, and the corresponding mobile phone application has also been designed
in a beta version, which is extremely generalizable.

2.2 Auscultation and Quantitative Analysis of Respiratory
Sound

The invention of the digital stethoscope has transformed the research on respiratory
sounds from a qualitative to a quantitative approach, representing a leap forward
in medical technology, making respiratory sounds into data that can be studied and
analyzed by data scientists, not just professional doctors. The relationship between
breath sounds and the respiratory system is gradually revealed, and the structural
information of the respiratory system which contains is fully analyzed. With the help
of the recording of respiratory sounds, a non-contact and non-destructive consultation
kicked off [1].

From the point of view of system analysis, the respiratory sound as the research
object becomes the input of the system, and the whole respiratory system is regarded
as a complete nonlinear system containing a variety of explicit variables (age, gender,
medical history, lung capacity, etc.) and invisible variables (constriction of the airway,
edema, disease condition, presence of foreign bodies, etc.). The respiratory process
is an invisible nested semi-Markov process, and the respiratory system that imple-
ments this function can be studied and analyzed with the help of structural equation
modeling (SEM) [4].

In the process of research, by means of quantitative analysis of respiratory sounds
(Pearson correlation coefficient between patients and standards), the condition of
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patients can be reasonably classified (asymptomatic infection, mild, severe), which
constitutes the basic framework of the SEM research system. In this way, the virtual
doctor’s online consultation function is also realized.

2.3 Detection and Recording of Respiratory Sound

The collection sites of respiratory sound include lung apex, hilum, neck, anterior
chest, lateral chest, back, etc. A single-channel wireless Bluetooth digital stetho-
scope with air-coupled electret condenser microphone can be used to detect and
collect breath sounds [2]. Studies on some typical respiratory sounds have shown
that the frequency of respiratory sounds is mainly at 100–5000 Hz higher than that
of heart sounds at 20–800 Hz. The complex mechanism leads to the complexity
of the composition and type of respiratory sounds. The collection of some typical
respiratory sounds and the analysis of test data are shown in Table 1 [5]. For our
research, the time accuracy and frequency accuracy of the signal are, respectively,
required to be �t ≤ 5 ms and �f ≤ 10 Hz, which will be regarded as the basic
technical requirement indicator used to evaluate the cost and technical requirements
of building UDPHSS.

Table 1 Some typical respiratory sounds and the description of their features

Types of respiratory
sounds

Main features Specific feature description

Eigenfrequency/
typical frequency

Frequency of energy
drop/characteristic
duration

Tracheal sound White noise 100–5000 Hz 800 Hz

Normal (vesicular)
lung sound

Low-pass-filtered noise 100–1000 Hz 200 Hz

Bronchial breathing Strong expiratory
component

An intermediate sound, which features
between tracheal and normal breathing

Stridor Sinusoid > 500 Hz

Wheeze > 100–5000 Hz > 80 ms

Rhonchus About 150 Hz

Squawk 200–300 Hz About 200 ms

Followed or preceded by crackles

Fine crackle Rapidly dampened
wave deflection

About 650 Hz About 5 ms

Coarse crackles About 350 Hz About 15 ms

Pleural friction rub Rhythmic succession of
short sounds

< 350 Hz > 15 ms
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2.4 Fuzzy Logic Control

Fuzzy logic control, referred to as fuzzy control, is a computer digital control tech-
nology based on fuzzy set theory, fuzzy linguistic variables, and fuzzy logic reasoning
[6, 7]. It has always played an important role in the Internet of things (IoT) and
the system control. Diagnosis and classification of medical conditions can consti-
tute fuzzy sets, exemplified by the pandemic COVID-19: {negative, asymptomatic
infection, mild infection, severe infection}. For practical application, patients can
be classified based on the degree of similarity between their condition and that of
typical severe diseases. Then, the corresponding membership function is established
to realize the fuzzy logic control of semi-automatic medical resource allocation.

2.5 The Time Complexity

The time complexity is calculated to estimate the technical requirements needed to
build an information center of UDPHSS for amodern European city. The population,
traffic, economic, and medical resource levels of the city itself are also considered
as indicators for the calculation.

The time complexity represents the number of operations (expressed as a function)
that the algorithm needs to perform and denote it as f (n), where n is data length. The
time complexity of the fast Fourier transform (FFT) depends on the data length N
and the dimensions M, and for an one-dimensional FFT, the time complexity is

f (n) = O(N ∗ log N ), (1)

For an M * N two-dimensional data, the time complexity of FFT is

f (n) = O(M ∗ N ∗ log(M ∗ N )), (2)

In past papers [1, 2], it has been found that when the sampling frequency is
44,100 Hz, and the sample length is 216 = 65,536, 94% overlap of realization can
be achieved, which is approximately 95% confidence interval, and the reliability is
high enough. Taking into account the actual/clinical application, the duration time
of each collection was set to 30 s (the sample length is 1,323,000 � 65,536). In
order to ensure that the time resolution of the spectrogram does not exceed 10 ms,
the signal was divided into 3000 segments, and the length of each segment is 10 ms
(441 samples and frequency resolution are 100 Hz). Then, for our research, the time
of calculating a Fourier transform is

fFFT(n) = 3000 ∗ 441 ∗ log(3000 ∗ 441) ∗ O(1) = 1.8648 × 107 ∗ O(1), (3)
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where the O(1) is a constant order, representing the minimum running time for the
computer to perform an operation.

Similarly, the time complexity of choosing the operation and computing the
covariance matrix and multiplication is, respectively:

fch(n) = O(N ), fcov(n) = O
(
N 2

)
, fmulti(n) = O

(
N 2

)
. (4)

3 Preliminary Scheme of Innovative European Urban
Digital Public Health Security System (UDPHSS)

Preliminary scheme of UDPHSS is shown in Fig. 2. The whole scheme consists of
four modules:

• Classifier module: By using COVID-19 rapid kit detection and the Pearson
correlation coefficient (ri) of spectral characteristics in respiratory sound signals
between individuals and typical severe illnesses, users can be classified into four
groups: {negative (test line invisible), asymptomatic infection (test line visible,
− 1 < = ri < = 0, completely inconsistent with typical severe pathological
features), mild infection (test line visible, 0 < ri < mean(ri), not very consis-
tent with typical severe pathological features), severe infection (test line visible,
mean(ri) < ri < = 1, consistent with typical severe pathological features)}. The
quality of the classification results will directly determine whether the follow-up
medical resources can be properly allocated, and the threshold mean(ri) needs to
be carefully selected;

• Fuzzy logic control module for medical supplies/aid distribution: Based on
the multiplicative aggregation, the comprehensive score of the user’s health status
is obtained, and then, a membership function is established to realize the fuzzy
logic control of the distribution of medical supplies/aids, and appropriate medical
supplies/resources will be given to those who indeed need them (for example:
preventive supplies for negative, vitamin tablets for asymptomatic infection,
over-the-counter medications for mild infection, first aid and hospitalization for
severe infection). The initial membership function is established based on a set of
initially collected sample information and is regularly updated to accommodate
an increasing and changing sample set;

• Information processing and storage module of the assistance center: Spectral
characteristics of respiratory sounds of typical severe infection patients, basic
information of all users, as well as respiratory sound samples collected recently
of infected persons will be stored in the database. This module is responsible
for extracting the characteristics of typical severe infections and performing the
classification operation. Based on the results, final recommendations, directives,
and health certificates will be generated and fed back to both the user and the city
management center;
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Fig. 2 Preliminary scheme of innovative European Urban Digital Public Health Security System
(UDPHSS) based on fuzzy logic, spectrum analysis, and cloud computing
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• Social management module: After receiving the advice from the information
center and the health certificate about the user, the deployment of materials and
urban epidemic prevention measures will be implemented. Respond and help
with specific individual circumstances and requests. This module can be seen as
an output module. In practical applications, UDPHSS will serve as an auxiliary
system rather than a mandatory control system to achieve its social and public
safety and health protection functions, reducing the burden on the medical system
and volunteers and improving the resilience of the city system.

It should be noted that the patient’s basic attribute information needs to be consid-
ered. For example, the individual’s respiratory sounds are age-specific, and according
to the statistics [8, 9], the typical breathing rate of a healthy adult at rest is 12–16
breaths per minute. But the individual’s physical and psychological conditions, as
well as other underlying diseases and pathological factors, can lead to increased
breathing and varying noise levels during inhalation.

4 Calculation of the Technical Requirements for Building
Such Innovative UDPHSS for Some Famous Modern
European Cities

4.1 Choice of Parameters for Building UDPHSS

The premise of UDPHSS is the construction of information/data centers. The digi-
talization of cities, the popularization of smart phones, and the Internet will be the
preconditions for the normal application of UDPHSS. As an online human–computer
interaction application, it should adhere to ergonomic principles, such as ensuring
fast feedback by providing powerful computing speed to prevent the user’s waiting
time for results from exceeding 10 s [10, 11].

Considering that the original intention of UDPHSS is to deal with pandemics,
such as COVID-19, indicators such as daily new infections in the city/oblast/province
and the number of sick people in the city/oblast/province should also be taken into
account. A more detailed distribution of medical resources within the city, where
possible, should also be fully considered.

Basic technical indicators, such as the site of auscultation, the length of signal
collection, the sampling frequency, and the spatio-temporal resolution of the spec-
trogram, will be utilized. By comparing the Pearson correlation coefficient between
the spectrogram characteristics of patients and those of typical severe diseases, the
patient’s type/group can be determined. This allows for patient classification and
implementation of fuzzy logic control for medical resource allocation.
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4.2 Assessment of Technical Requirements for Some Modern
European Cities

Themaximumdaily increase in the number of infected people in each city needs to be
considered. The number of daily judgments required by the information processing
center and the storage requirements of the database need to be comprehensively
considered. Based on Formula (1–4), the time complexity f total(n) of the entire
algorithm calculation is

ftotal(n) = fFFT(n) + fch(n) + fcov(n) + fmulti(n)

= max
{
O(N ∗ log N ), O(N ), O

(
N 2

)
, O

(
N 2

)} = O
(
N 2

)
(5)

Recorded data is double type (8-bytes, 64-bit). Each infected person collects
respiratory sounds at least twice a day (morning and afternoon), and each time is
not less than 30 s. According to the current research, it generally takes at least 8
consecutive days (until recovery). The amount of calculation required will be based
on the national population reference urban area and population density. Supermarket
supplies are also considered. The specific calculation and statistical results of some
modern European cities are shown in Table 2.

Table 2 Specific calculation and statistical results of some modern European cities

No. Country City name Population
estimate
2022, person
[12]

Built-up
land area,
square
kilometers

Urban
population
density, per
square
kilometer

Daily maximum
number of new
infections of
country, person
[13, 14]

1 Ukraine Kharkov 1,485,000 152 9770 38,257

2 Spain Santa Cruz
de Tenerife

506,000 42 12,048 157,034

3 Germany Stuttgart 1,374,000 184 7467 294,468

4 Bulgaria Sofia 947,000 80 11,838 9916

5 France Paris 11,060,000 1102 10,040 428,008

6 United
Kingdom

London 11,262,000 671 16,784 192,959

7 Belgium Brussels 2,203,000 336 6557 11,181

8 Turkey Istanbul 16,079,000 568 28,308 108,563

9 Italy Milan 5,488,000 859 2225 220,519

10 Poland Warsaw 1,963,000 211 546 51,690
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5 Conclusions

The envisaged scheme of UDPHSS is in line with actual needs, which can help to
increase the resilience of cities and the level of trust in the government. UDPHSC
is a bold attempt at using fuzzy logic control in the Internet of medical things
(IoMT) field. It has proven to have great development potential and can provide refer-
ence suggestions for modern European cities dealing with the COVID-19 pandemic.
This includes achieving more efficient use, protection, and conservation of medical
resources, as well as laying the foundation for the realistic construction of smart
cities.

The development and popularization of data centers laid the foundation for the
establishment of UDPHSS in modern European cities and made UDPHSS within
reach as part of a smart city.

The future work is to further design the UDPHSS in more detail and calculate the
technical and economic parameters required for its construction. To ensure compat-
ibility with other existing medical systems and enable remote surgery and disease
monitoring and assistance, the UDPHSS will be designed with the aid of IoMT,
information and communication technology (ICT), and 5G/6G technologies. With
the help of the global Internet, the combination of GIS and UDPHSS will play a
crucial role in the containment of the global pandemic, such as COVID-19.
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Virtual Training System for a MIMO
Level Control System Focused
on the Teaching-Learning Process

Santiago Zurita-Armijos, Andrea Gallardo, and Victor H. Andaluz

Abstract The present project is centered on the development of a Virtual Environ-
ment to perform the application of control algorithms at a MIMO level control learn-
ingmodule. Themathematical model is obtained heuristically and to get the dynamic
variables of the system an identification and optimization algorithm is implemented.
The environment has been developed using CAD tools with UNITY 3D graphic
engine, and MATLAB has been used for the control schemes. The purpose of the
developed system is to be a functional tool focused on the teaching-learning process
in the industrial automation field that is safe and low-cost, especially when access to
physical equipment is limited or does not exist.

Keywords Virtual environment · Learning module · Heuristic model · Process
simulate

1 Introduction

Automation is a process of economic, social, cultural and technological transfor-
mations applied to industry, where the production of goods was carried out in a
mechanized manner [1], currently represents a great advantage by increasing pro-
ductivity and reducing labor costs [2]. The industrial revolution played its significant
role since the era of industrialization began in the 18Th century with mechanical
equipment driven by the power of water and steam [3]; the second industrial revolu-
tion occurred in 1870, when electric power formed a major system known as mass
production [4]; during the 1970s, the third industrial revolution occurred with the
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rise of electronics [5]. Business development linked to industrial intelligence, robots
and virtual environments has driven the emergence of Industry 4.0, referred to as
the fourth industrial revolution, which describes the merger of the factory with the
Internet through the design and implementation of intelligent components with the
virtualization of systems and processes to achieve greater flexibility and individual-
ization of production processes [6].

As part of Industry 4.0, Virtual Reality (VR), can conceive any type of environ-
ment, redesign it, test it and refine it in a virtual computing scenario [7]. Is the science
of how to convert a physical object or resource to an emulated or simulated object
in software [8], with technologies capable of combine elements from the real world
with elements from the virtual world [9]. Virtual training systems are aimed at solv-
ing problems in a practical way [10], in which training new personnel is linked to
constraints such as high-cost training programs, difficulties in accessing the physical
environment, and human error in the development of their activities, among other
things. They are a great tool for learning new skills in different areas, such as in
[11–13] where robotic assemblies are virtualized in industrial scenarios; training
systems for critical procedures that require a lot of knowledge on the part of the
operator, such as in [14, 15]; in the area of automation education, [16] develops a
virtual system to simulate control algorithms in an assistive chair for persons with
reduced mobility.

The aimof virtualizing a process is to provide a sense of immersion and interaction
to capture the user’s attention. Ruiz et al. [17], useful features that can be used
for training or teaching workers or students. 2020 was a different year, due to the
pandemic where isolation and disease brought the world to a virtual standstill [12],
the classrooms were emptied, the lockdowns were instated, the educational system
quickly changed to emergency distance learning [18], which caused both students
and teachers to adapt to new technologies that would allow them to achieve their
academic goals. Professionals in the field of education recognize that the teaching-
learning process requires the use of information and communication technologies
(ICTs) [19], which is why we must currently prioritize the development of systems
that provide teaching tools with appropriate pedagogical criteria for the training of
students. As previously indicated, this work proposes the development of a virtual
training system of a level control plant, designed, built and mathematically modeled
for the applicationof advanced control algorithms to beused in the process of teaching
advanced control to engineering students.

2 Formulation of the Problem

The virtualized systems in the industry allows users to interact with the processes to
learn how they work, devise possible improvements, plan maintenance, and instruct
the operator in a safe and realistic environment without physical interaction with the
processes. Training and educating workers are two of the best strategies to control
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Fig. 1 MIMO level control process P&ID

and reduce the accident rate [9], a very critical factor in the industry.Within amassive
industry-wide change VR becomes a fundamental pillar because it shows promise
in the area of error diagnostics and training [20].

The importance of a quality e-learning plan has recently become evident, espe-
cially in areas where it is difficult to replace in-person education with the virtual
one [21], mainly when laboratories or interacting with equipment are required. Is in
this area where the virtualization of models becomes a very important tool because
visually students can interact with the elements and know how they work. Therefore,
we propose the design of a virtual environment focused on the application of MIMO
level control algorithms for the teaching-learning process in the field of industrial
automation, the P&ID is represented in Fig. 1.

For the formulation of the mathematical model describing the dynamic behavior
of the process, it is taken into account that the volume of the liquid in the plant
undergoes variation in time due to the inflow and outflow, as expressed in (1).

dV (t)

dt
= Qin − Qout = Ai

dhi (t)

dt
(1)

where V represents the tank volume; Qin and Qout represent the inlet and outlet
flow rates respectively; Ai when i = 1, 2 represent the cross-sectional area of the
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tanks; hi when i = 1, 2 represent the height of the tanks. Tanks 1 (T1) and 2 (T2) are
considered to have a constant cross-sectional area and the height of the liquid inside
them is considered to vary over time. Based on (1) it is possible to determine the
behavior of the level of T1 according to the mass balance expressions represented in
Fig. 1.

A1
dh1(t)

dt
= Q0 − Q2 − Q3 (2)

dh1(t)

dt
= γ0 (1 − γ1) k1v(t) − (k2γ2(t) + k3γ3)

√
2 gh1(t)

A1
(3)

where Q0 represents the inlet flow rate; Q2 and Q3 represent the outlet flow rates of
T1; γi when i = 0, 1, 2, 3, 4 represent the setting values of the valves (0 is completely
closed, 1 is completely open); ki when i = 1, 2, 3, 4 represent the gains of the pump
and valves respectively; v(t) represents the voltage applied to the pump; g represents
the gravity. Similarly for T2, Q1 and Q2 represent the inlet flow rates and Q4 the
outlet flow rate. The behavior of the T2 level is represented by:

A2
dh2(t)

dt
= Q1 + Q2 − Q4 (4)

dh2(t)

dt
= γ1k1v(t) + k2γ2(t)

√
2 gh1(t) − k4γ4

√
2 gh2(t)

A2
(5)

3 Methodology

Themethodology used for the development of the system is shown in Fig. 2, showing
the stages for the implementation and development of the virtualMIMO level control
environment. The proposed system has three main stages: (i) Conceptualization, in
this stage, the design is carried out, which consists of interconnected tanks, loading
valves, a motorized valve and a pump to fill the tanks. With the arrangement of the
elements, mathematical modeling simulating the dynamic behavior of the process is
obtained as shown in the expressions (3 and 5) it is necessary to consider the inflow
and outflow rates of each of theT1 andT2 tanks. Is important to note that, by changing
the opening value of the valve γ0, process operation can be made independent in case
SISO control algorithms need to be tested. Additionally, identification and validation
algorithms are implemented to obtain the dynamic variables of the system, this
process is performed through experimental tests. (ii) Scheme Controls, the system
allows the application of control algorithms focused on the learning process, in
this paper is intended to control the level of the interconnected tanks T1 and T2
via control signals for the activation of the pump and the motorized valve. (iii)
Virtualization, the physical elements of the module are designed with CAD tools;
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Fig. 2 Methodology for implementation of control algorithms using virtual environments

additional functionality of the load valves is included to add disturbances to the
system; after the design, Solidworks Visualize software is used (Dassault Systèmes
SolidWorks Corporation) to render themodel, add textures, lighting, color and export
it to a file supported by Unity 3D software; the communication between the PC with
the controller and the virtual environment is done throughMODBUSTCP/IP. Finally
the tests are developed between the learning module and the virtual environment,
which allows to check and compare the operation of the control algorithms in the
physical system as well as in the virtual one; in order to validate the operation of the
virtual environment.

3.1 Virtualization

Thevirtual environment developed is centered on the learning process, itmust contain
elements that allow the learner to interact with, realistic scenarios of an engineering
laboratory, and sounds that increase the level of realism to motivate the student to
perform their tasks of implementation of control algorithms. The procedure of the
realization of the virtualized learning module is shown in Fig. 3.

Four main stages are established for the design of the virtual environment: (i)
External Resources, here are included all the related elements that will be found
within the virtual platform, these items can be arranged in two groups: (a) Learning
Module, within this are located the elements with which you can interact, in this case,
the tanks, valves and pump, it is here where you can visually identify the control
algorithms that will be implemented. (b) Users and Environments, it is here where
the space where the student and the teacher will navigate is designed, it is set in a
laboratorywhere industrial automation practices are performedwithin an educational
institute. The design of the virtual environment is carried out in aCAD toolwithmany
capabilities such as 3D Solidworks [22], the geometries of the system are modeled
and the movements of the animations are restricted. Solidworks Visualize is used
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Fig. 3 Proposed outline of the virtual environment

for rendering, adding textures, materials, graphic optimization and for exporting to a
Unity 3D compatible file. (ii) Graphics Engine, here is developed all the emulation of
the real learningmodule process, it can be divided into two groups: (a) Scenes, which
consists of everything designed in stage (i), audio of pump ignition, valve opening,
environmental noise and all the elements that allow the user to participate in an
interactive experience, so typical elements to be found in a real learning laboratory
are added, simulations of the visual change of the level of the tanks are included with
which the performance of the control algorithms to be applied can be reviewed; a real-
time trend graph is included in which the heights of T1 and T2 and the control actions
of the motorized valve and the pump are monitored. (b) Scripts, these are developed
in C Sharp (C#) and must be added to a scene object so that they can be called by
Unity [23], these can be used to emulate the system compartment, movements and the
change of tank level variables; additionally, there is a script that allows interaction
with an external module that was built to allow valve opening and closing, this
action is represented visually within the virtual environment, they are used to add
disturbances to the mathematical model of the process, in addition to increasing the
user intervention with the environment. The remaining scripts manage the interface,
cameras, alarms and sounds of the elements of the virtual learning module. (iii)
Controllers, are the algorithms that are applied in the real and virtual learningmodule,
the desired values are the heights of T1 and T2 modifying the control actions that
directly affect the motorized valve and the pump, within Matlab will be the design
of the controllers, they will communicate via MODBUS TCP IP to a Raspberry Pi
4 board containing the mathematical model of the system in Phyton, this, in turn,
sends the variables of the variables to be affected in the simulation to Unity. For the
physical learning module, Matlab sends the control actions via serial communication
to an Arduino Uno R3 board. (iv) Users, who are in charge of interacting directly
with the modules, implementing the control algorithms, selecting the Set Point (SP)
values, adding disturbances to the system and verifying its operation.
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Fig. 4 Suggested controller scheme

4 Control Schemes

This section describes the formulation of the controllers; Fuzzy andModel Predictive
Control (MPC); its objective is to maintain the tank head at desired values (SP) by
manipulating the voltage level applied to the pump and the motorized valve. The
control schemes are subject to disturbances that can be added with manual loading
valves as indicated in Fig. 4.

4.1 Fuzzy Controller

The fuzzy logic-based level control system has two inputs, the voltage applied to
the Pump and the opening of the Motorized Valve; and two outputs, height T1 and
height T2, for the implementation of Outputs Membership Functions (OMF) the
operating range is divided into seven, with trapezoids at the ends and triangles in the
center, operative ranges for both OMFs are [0–30] centimeters, which is the actual
measurement of the tanks of the learningmodule; each is constituted of the following
sets: VVL (very very low), VL(very low), L(low), M (medium), H(high), VH(very
high),VVH(very very high). For InputsMembership Function (IMF) in a similarway
both, the pump and the valve have five operating ranges, with trapezoids at the ends
and triangles in the center, operative range of the pump output is [0–255] PWM and
it is constituted of the following sets: VS(very slow), S(slow), M(medium), F(fast),
VF(very fast); and for the valve its operative range is [0–1] and is constituted of
the following sets: VC(very close), C(close), M(medium), O(open), VO(very open).
In Fig. 7 the IMFs and OMFs are shown. Twenty-five rules were established which
were developed based on the experience gained when testing was performed.
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4.2 Model Predictive Control

Within the present paper a nonlinear MPC control scheme is used, where the system
can be expressed as:

ḣ(t) = f (u(t), h(t)) (6)

where, ˙h(t) = [
ḣ1 ḣ2

] ∈ �2 represents the vector of the rate of variation of the
outputs of the process to be controlled; h(t) = [

h1 h2
] ∈ �2 representing the outputs

to be controlled and u(t) = [
v γ

] ∈ �2 which represents themaneuverability vector
of the pump and motorized valve actuators respectively.

When applying the predictive control algorithm, the cost function (J ) is defined
which depends on the control error and the changes in the control actions, where
control error is defined by:

e(k + i | k) = h(k + i) − hd(k + i | k) (7)

Over a prediction horizon N and the sum of the norm of the predicted increments of
the control action over a control horizon Nu :

J =
N∑

i=1

δi‖e(k + i | k)‖2Q +
Nu∑

i=1

λi‖Δu(k + i − 1 | k)‖2R (8)

where, K represents the current time instant; i represents the sampling period to be
predicted; hd represents the desired values; δi and λi are sequences chosen as penalty
constants [24]. In this way, J can be specified as a function that depends solely on
future control actions (Fig. 5).

Fig. 5 Membership functions. a IMF H1, b IMF H2, c OMF Pump and d OMF valve
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Fig. 6 User interaction with the built learning module

5 Analysis and Results

Experimental outcomes are described in three subsections: (5.1) presents the con-
struction of the real learning module from which the mathematical model was
obtained, the user’s interaction with the learning module is shown in Fig. 6; (5.2)
indicates the details of the virtual environment designed for the learning module and
(5.3) presents the implementation of the proposed controllers.

5.1 Learning Module Construction

The Learning Module was developed based on the P&ID of Fig. 1 which consists of
two tanks (T1 and T2) interconnected using a motorized valve (γ2), a reservoir tank
that stores the liquid to be driven by a direct current (DC) pump, which is responsible
for carrying the fluid to T1 and T2, three manually activated valves that allow adding
disturbances to the system and a set of manual valve and filter for maintenance of the
reserve tank. The system includes two ultrasonic-type sensors to quantify the liquid
level in each of the tanks.

The system structure was designed to be scalable, i.e., to add or remove module
elements or redistribute them, so that new configurations can be tested to obtain new
mathematical models, or to test new control algorithms according to user require-
ments and needs. The distribution of the elements of the system is shown in Fig. 7.
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Fig. 7 Learning module design elements

Fig. 8 Identification scheme

For the identification of the dynamicmodel of the process, experimental tests were
performedwith the real system, the data recordedwere introduced in the identification
algorithm, which made it possible to obtain the dynamic variables of the system by
means of an algorithm based on optimization and validation by comparison with
the mathematical model of the process. The procedure carried out is as follows: (i)
Excitation of the module, with different steps of both the pump and the motorized
valve to know the output of the system at certain input values at a certain instant
of time; (ii) Identification algorithm, the variables of the model are identified from
the data collected in the prior step. To reduce the error, an optimization algorithm is
implemented that compares the values obtained from the module with those obtained
with the mathematical model as indicated in Fig. 8.

Where, ζ = [
ζ1 ζ2 ζ3 ζ4

]
represents the vector of pump (k1) and valve gains (k2,

k3 y k4) from Eqs. (3) and (5).
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5.2 Virtual Environment

In Fig. 9a the real module and the virtualized module are visualized, it is observed
that they have similar proportions and the same amount of control and monitoring
elements, they have the same layout to perform the scaling of the system. The virtual
environment where the training module is located is designed in such a way that
it resembles an engineering laboratory; Fig. 9b, has training modules, rest areas for
students, shelves and furniture that resemble a teaching area. The area where the
virtual module is located is set in a practice room, at the back of which there is a
blackboard showing the trend graphs of the variables inherent to the process; Fig. 9c.
Two main user levels are established; Fig. 9d, the student-user allows to visualize
the operation and implement the control algorithms; teacher-user can carry out the
opening of all the manual valves causing disturbances to the system that will directly
influence the operation of the controller. The user-level teacher can manipulate the
valves; Fig. 9e, when interacting with these elements within the virtual environment,
the closing animation can be seen and a sound is played as a result of the opening or
closing action. In the event of an overflow of the liquid in the tank due to an error in
the control scheme, the fluid will start to fall from the tanks, alarm sounds are played
and the teacher enters the room to check the status of the system, Fig. 9f. The system
was developed on a computer with an AMD Ryzen 7 5800H processor, NVIDIA
RTX 3060 graphics card and 16.0 GB of RAM.

Fig. 9 Learning Module. a Real—Virtualized Module Comparison, b Laboratory Environment, c
Module and Trends, d Users, e Valves Manipulation and f Tanks overflows



356 S. Zurita-Armijos et al.

Fig. 10 System evolution in the virtual environment. a Tank 1, b Tank 2

5.3 Implemented Control Schemes

For the experimentation with the virtual environment, the mathematical model was
used with the gains obtained in the identification and optimization process; a Matlab
scriptwas used for the simulation process. Figure10 shows the response of the system
at different desirable height levels for tanks T1 and T2.

Disturbances were added to the system output to verify the behavior of future
control actions, very small errors were obtained and in all cases, the desired height
value was reached in both T1 and T2. Similar results were obtained in both control
schemes (Fuzzy and MPC).

6 Conclusions

The development of the virtual training module for a MIMO level control oriented to
teaching and learning processes has been successful in simulating the performance
of the real learning module that was developed for engineering practices, allowing
to copy its behavior and emulate it in an environment that is reliable, safe, and
free of risk for people. Provides a functional tool for future projects in the field of
industrial automation for the implementation of multi variable control algorithms.
The experimentation with the mathematical model has made it possible to test the
efficiency of the virtual training module, it was necessary to apply an algorithm of
identification and optimization to obtain the dynamic parameters of the system for
which tests were made to the physical learning module. The designed controllers
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allow correcting the disturbances produced by manipulating the load valves present
in the modules. The system is scalable, i.e., the arrangement of the elements can be
changed or, if required, increased or decreased.
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Machine Learning Prediction
of Intellectual Property Rights Based
on Human Capital Factors

Chasen Jeffries and Karina Kowarsch

Abstract Regression modeling approaches with sufficient literature support have
postulated that intellectual property rights (IPR) have a positive impact on human
capital in general. However, few papers attempt to uncover the impact of human
capital on IPR protections. As IPR fosters innovation, it is critical to understand
how developments in education, technology, and health care affect IPR. This paper
primarily focuses on the investigation of what specific human capital indicators
would be good predictors of IPR and is conducted using machine learning tech-
niques. Compared to ridge regression and pruned regression tree, the random forest
model outperforms all other models, with the highest R squared score and the lowest
RMSE score. The random forest model suggests that among health, technological
skills, and education, university enrollment per capita and physicians per capita play
a more important role for predicting intellectual property rights. Moreover, using
classification modeling techniques, a neural network model with a few hidden layers
and less elements in each hidden layer effectively overcomes the overfitting issue
and surpasses all other more complex neural network models. This finding indicates
that the concision and precision of artificial intelligence models helps simplify the
degree of complexity of social science.
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1 Introduction

Intellectual property protections and human capital are critical components of long-
run economic growth. IPRprovide protection for patents, copyrights, trademarks, and
trade secrets that are fundamental to incentivizingR&D.Human capital interactswith
R&D to innovate creating new technologies and pushing steady-state output higher.
Human capital has two primary components: educational attainment and learning by
doing. Educational attainment has a number of measures including secondary school
rate and average years of total schooling. Learning by doing often focuses exclusively
at on-job training and experiences that increase the human capital of the workers, but
it can include learning outside of both school and work (e.g., learning by reading a
technical book). Previous regression analysis found IPR to have a positive effect on
human capital accumulation [1]. While previous literature has briefly investigated
the interactions of human capital and IPR protections [2], this article seeks to inves-
tigate the impact of human capital factors on intellectual property rights protections.
Does human capital attainment stimulate increased IPR protections? Which forms
of human capital in an economy have the greatest effect on IPR protections? This
article uses machine learning to investigate the channels of human capital including:
university enrollment, physicians per capita, internet access, and personal computers
access that affect IPR protections.

2 Previous Literature

The publication of exogenous growth theory established an economic model based
on three factors: capital, labor, and savings [3]. This model highlighted the concept of
conditional convergence that macroeconomic growth rate, ceteris paribus, is based
on the distance away from steady-state output. By assuming exogenous technolog-
ical growth, it left innovation outside the model, a key constraint that the endogenous
growth models attempted to overcome. Romer built a model that internalized tech-
nological innovation and human capital [4]. By including technology within the
model, it emphasized the importance of incentives for human capital accumulation
and technological development in pushing steady-state output higher. Researchers
have continued to build on Romer’s model by highlighting additional avenues by
which innovation and human capital affect economic growth [5].

The innovation literature argues that IPR protections provide microeconomic
incentives for R&D that is the backbone of technological innovation [6]. R&Dexpen-
ditures would lack economic feasibility without these protections. Basic economics
identifies thatR&D is expensive, andwithout an expected return on investment higher
than the expenditure no actor would choose to innovate for economic reasons [7].
IPR protections provide short-term protections that attempt to balance the return on
investment with the optimal social gain through technology diffusion [8]. Multiple
studies have found IPR protections to have a strong positive effect on economic
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growth in high- and low-income countries [9], but failed to identify the same effect
for middle-income countries [10].

Human capital’s role in economic growth has evolved with the shifts in economic
model paradigms, but it has always been identified as a positive factor in economic
growth. Theory states that human capital is crucial in both acquiring the use of
technology and technological innovation [11].Nationswith greater humancapital can
internalize and implement new technologies at a faster rate [12]. This internalization
can simply be imitation of known technologies, a critical aspect of catch-up, but can
also include evolutions of or innovations into new technologies. These human capital
effects should drive a desire for IPR protections to secure returns on investment for
these innovations.Human capital accumulation literature highlights several pathways
for its positive effect on IPR protections.

Previous empirical investigations on IPR and human capital have largely ignored
the association between these two variables [13]. The research primarily investigates
how these concepts effect other economic growth variables, most commonly GDP
per capita. These analyses will sometimes include the other variable (IPR or HC)
as a control variable. Ginarte and Park [14] developed an index for IPR protections
and evaluated the impact of variables in patent protections. Their research failed
to identify a positive effect of human capital on patent protections. Loukil [15], as
well as Sorck and Diwakar [16], identified that higher human capital nations are
better equipped to use IPR protections than lower human capital nations. Chen and
Puttitanuns [17] fail to find support for a positive association of human capital on IPR
protections when making use of a two-tail test. Gould and Gruben find that human
capital has explanatory power toward IPR [18].

Overall, the economic paradigmhas postulated several causal pathways for human
capital and IPR protections to be associated. Empirical investigations have failed to
sufficiently investigate these theories and their theoretical implications, with few
analyses including both variables in the same model. The limited research has mixed
results about the effect of human capital on IPR protections.

3 Research Design

3.1 Descriptive Analysis

The sample dataset is pulled from CNTS 2020 [19] and Ginarte and Park IPR Index
[2]. The sample data are a quasi-panel data frame since the time frame is discrete. In
the dataset only certain years are included (1960, 1965, 1970…2005). Considering
this characteristic of the sample data, rather than treat the sample data as cross-
sectional time series dataset, we handle the sample as cross-sectional data and set
country name and year as controlled variables.

The sample data have missing values that we replace with zeros. The final dataset
includes 945 observations for each attribute. The dependent variable is IPR score
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Fig. 1 Univariate analysis on IPR protections (left) and university enrollment per capita (right)
using histogram and boxplot

for the regression models or the binary variable of IPR (high and low) for the clas-
sification models. The explanatory variables are: university enrollment per capita,
physicians per capita, book production by title per capita, internet users per capita,
personal computer per capita, and passenger cars per capita. The control variables
include but are not limited to gross national income (GNI) per capita and population.
The sample consists of 103 countries. The top frequency of country counts is 10,
while the lowest frequency is 4.

Univariate and Bivariate Analysis on Numerical Data Type
We begin by examining the distribution of IPR and university enrollment. Figure 1
displays the histogram combined with boxplot of the attributes IPR and university
enrollment per capita in this sample dataset. The histogram of IPR (left) suggests that
the variable is close to normal, but outliers are identified for this variable. We find
the shape of university enrollment per capita (right) is highly right skewed, meaning
most data points are clustered at low end, with only a few data points on the far right.

We are also interested in the attribute of physicians per capita that is identified
as an indicator of a high skill workforce. We examine one control variable, GNI
per capita, that is, expected to have a strong impact on IPR. Figure 2 presents the
distributions of physicians (left) and GNI (right).

The histograms show that both variables have upper outliers and are highly right
skewed. Clearly, the distributions of both attributes are highly alike. Even though we
uncovered the outliers in the attributes, we keep them unchanged.Wewill implement
an advanced machine learning model to resolve the challenges that may be caused
by outliers.

Next, we check the correlation between the variables of interest. The scatterplot of
IPR and university enrollment and IPR and physicians are displayed in Fig. 3. Both
university enrollment and physicians per capita appear to be positively correlated
with IPR.
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Fig. 2 Distribution of physicians per capita (left) and GNI (right) per capita using histogram and
boxplot

Fig. 3 Scatterplot of university enrollment per capita (left) and the scatterplot of physicians (right),
where the y-axis for both represents IPR

4 Regression Models

Having completed exploratory descriptive analysis, we know the data issues that may
distort a linear regression model. For model selection, we chose ridge regression,
regression trees, and random forest models rather than using OLS, which has strict
assumption requirements.

4.1 Ridge Regression

Ridge regression is similar to least squares, but the coefficients are estimated bymini-
mizing a slightly different quantity.More specifically, the ridge regression coefficient
estimates β∧R are the values that minimize the Eq. (1)
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where a ≥ 0 and is a “panelizing” parameter.

4.2 Regression Trees

The regression tree is a nonlinear model. The algorithm of a regression tree is as
follows:

• Use recursive binary splitting to grow a large tree on the training dataset, stopping
when all leaves are pure. The minimum number of samples required to split is
two, and the minimal number of samples required to be at a leaf node. Samples
have equal weight to a leaf node. The maximum number of features is the number
of total features in this sample.

• Apply cost complexity pruning (the mean squared error) to the large tree to gain
a sequence of best subtrees, as a function of alpha.

• Use k-fold cross-validation to choose alpha. That is, divide the training observa-
tions into 10-fold. (a) Repeat Steps 1 and 2 on all but the tenth fold of the training
data. (b) Evaluate the mean squared prediction error on the data in the tenth fold,
as a function of alpha.

• Average the results for each value of alpha, and pick the parameter to minimize
the average error, which is the mean squared error.

min

⎛
⎝

|T |∑
m=1i :x∈Rm

∑ (
yi − ŷRm

)2 + α|T |
⎞
⎠. (2)

Here |T | indicates the number of terminal nodes of the tree T, and ŷRm is the mean
of the training observations in Rm , the rectangle corresponding to the mth terminal
node.

4.3 Random Forest

The random forest model is an expansion of the tree model. Instead of producing the
best tree, we build 100 trees. Each tree is grown based on a subsample generated by
bootstrapping technique. The winner is the tree that generates the least mean squared
error of all trees.
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5 Classification Models

Our next attempt is to use neural network techniques to improve model performance.
We first convert IPR into a Boolean variable. Based on IPR’s mean and median, any
value greater than 2.5 will be coded as 1, meaning a high IPR score, and any value
less than 2.5 will be coded as 0, meaning a low IPR score.

After data preparation for artificial neural network (ANN), the first step is to use
forward propagation. All input data points are propagated to a single neuron where
each input is multiplied with its respective weights and then summed together. Each
neuron has an error term or bias. The sum of the bias and the linear combination of
inputs and weights is the input to the single neuron on the first hidden layer.

The second step is to apply a nonlinear function, ReLU, sigmoid, or tanh, as an
activation function to this linear combination. A proportional neuron on the first
hidden layer is randomly selected and contributes to the second hidden layers. After
getting the output as a result from forward propagation, the loss can be calculated by
the selected loss function. The weights and biases are updated through cross-entropy
in order to minimize the loss function.

w = w − dε

dw
, (3)

where ε is error term and w is the weight. We implement Batch SGD algorithm as
the optimizer to update the weight in Eq. (3)

The third step is to use backpropagation to update the weights of the network
using the derivative of the cost with respect to a particular weight and shift the value
of the weights in that direction. The forward propagation and backward propagation
process repeats until the cost function is minimized.

6 Result and Analysis

For the regression modeling, a model performance comparison table is shown in
Table 1.

Compared to the ridge and tree models, the random forest regression produces the
best outcome, in terms of the lowest RMSE and highest R squares for the testing set.
However, the randomforestmodel suffers fromoverfitting,which canbe seen through

Table 1 Regression model comparison result

Regression Ridge regress (tuned) Regression trees (tuned) Random forest

Train Test Train Test Train Test

RMSE 0.7 0.69 0.626 0.643 0.945 0.534

R squares 0.455 0.423 0.945 0.468 0.945 0.634
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Table 2 Neural network model result comparison

Classification Neural network

Model 1 Model 2 Model 3

Layer 1 Neurons = 64 Layer 1 Neurons = 128 Lauer 1 Neurons = 258

Layer 2 Neurons = 32 Layer 2 Neurons = 84 Layer 2 Neurons = 128

Layer 3 Neurons = 32 Layer 3 Neurons = 84

Layer 4 Neurons = 32

Accuracy 0.86 0.85 0.88

Precision 0.855 0.85 0.88

Recall 0.855 0.85 0.88

F1-score 0.86 0.85 0.88

Fig. 4 Model performance in training and validating datasets. The models are ordered 1–3 from
left to right

a high R squares score based on the training process. The discrepancy between R
squares from training and testing sets is larger than 30% (0.945 − 0.634).

Feature importance extracted based on the random forest model suggests that
the top five important attributes in predicting IPR scores are electric power produc-
tion, GNI per capita, university enrollment per capita, physicians per capita, and
percentage annual increase in population.

The results of three neural networks are shown in Table 2.
Based on Table 2, Model 3 seems to perform best, but after examining the model

performances in training and validation datasets, Model 1 suffers the least overfit-
ting. Figure 4 displays the details of the model’s performance. The first plot, Model
1, shows the smallest gap between the blue (training model) and the orange line
(validation model). This indicates model 1 has the least overfitting issue.

7 Conclusion

This article sought to identify the human capital factors with the greatest impact
on IPR protections. The resulting models identified university enrollment per capita
and physicians per capita to be among the five most important variables in predicting
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IPR. These findings support the existing literature and hint at the causal pathways
of human capital affecting IPR protections. Human capital has an impact on IPR
protections. Future research should build upon these findings to identify the exact
causal pathways.

University enrollment per capita was found to be a significant factor in predicting
IPR protections. This variable highlights the importance of educational attainment,
one of the two primary factors of human capital, in predicting IPR. This identifies
that education may be a critical factor driving IPR protections.

The importance of physicians per capita in predicting IPR protections demon-
strates the effect of skilled labor. Physicians per capita is an indicator of high human
capital and source of R&D in health care. Physicians per capita’s predictive impor-
tance demonstrates that a high skill workforce is an important element influencing
IPR protections.
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Study the Launch Process
and Acceleration of a Rear-Wheel Drive
Electric Vehicle

Nikolay Pavlov and Diana Dacova

Abstract The paper examines the launch and acceleration process of a rear-wheel
drive electric vehicle. An accelerometer and a data acquisition device were used for
the purpose of the study. A software program implemented by the authors of the paper
makes it possible to study not only the acceleration of the car over time, but also the
acceleration as a function of speed and the speed over the time. The paper provides an
introduction and analysis of the vehicle launch and acceleration processes. Driving
limits determining maximum vehicle acceleration, limited by adhesion between tires
on the drive wheels and road are calculated. The used devices are described and
compared with the traditionally used in similar studies. The theoretical foundations
of signal processing for experimental purposes are given. The program for processing
the received data is described. The results were processed and analyzed.

Keywords Electric vehicle · Launch process · Acceleration · Speed · Distance ·
Numerical integration

1 Introduction

When vehicles move in urban conditions, their motors work for a long time in a
transient mode. Frequent launching (starting), accelerating, decelerating, stopping
and starting again is required. In this regard, the study of the dynamics of launching
and accelerating electric vehicles is a topical issue. For example, in [1] is presented a
launching performance comparison between three control strategies undermaximum
acceleration conditions. The presented experimental data shows a reduction in time
when the vehicle is accelerated from 0–60 mph when the launch control system is
used. An adaptive launching control strategy of electric vehicle driven by two rear
in-wheel motors is proposed in [2]. A MATLAB Simulink computer model of a
rear-wheel drive parallel-series plug-in hybrid electric vehicle powertrain as well
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as a six degree of freedom vehicle model is used to provide a reliable platform for
optimizing control strategies of the traction and launch control systems [3]. The
launch process when using dry dual-clutch transmission in a conventional vehicle
and in a two-speed electric vehicle is studied in [4] and [5], respectively. The vehicle
driveline dynamics of launch process is modeled and analyzed in [6]. Acceleration,
braking modes and driving cycles of electric vehicles are numerically studied by
using MATLAB Simulink in [7, 8]. The accelerations at start-up and deceleration at
regenerative braking at different drivingmodes of a front-wheel drive electric vehicle
are studied in [9]. Only one sensor, an accelerometer, is used and after numerical
integration of the acceleration time series, driving speed and distance traveled results
were obtained.

There are some differences in the starting and acceleration process of front-wheel
drive and rear-wheel drive vehicles. In front-wheel drive vehicles, under the action
of the inertial force during acceleration, which is directed backwards, the front drive
axle is unloaded. This results in a reduction in the ability to transmit traction force
between the drivewheels and the road. Launchingwith intense acceleration can cause
slipping and therefore it is not possible to transmit the maximum available torque of
the traction electric motor to the road.

In rear-wheel drive cars, the inertial force during acceleration transfers the weight
to the rear drive axle and improves the conditions for transmitting maximum torque
from the traction electricmotor to the drivewheels. In sports carswith high power and
torque of the traction electric motor, slippage is possible, although less likely than the
front-wheel drive vehicles, in the process of starting and intensive acceleration, and
this can also be compensated by using systems for launch control or traction control.
The improved traction performancewhen starting, aswell as the good stability during
regenerative braking with only an electric motor when driving in a corner of the rear-
wheel drive electric vehicles, determines their wide use in modern electric cars built
on specially designed new platforms. Such examples are the BMW i3, the new Tesla
Model 3, Porsche Taycan, VW ID3 and VW ID4—when they are not in a four-
wheel drive variant, only their rear wheels are driven. The return of rear-wheel drive
powertrains is observed, which the most automotive companies had abandoned, as
the layout constraints and design problems of torque transmission using a traction
electric motor are not as big as like the rear-wheel drive conventional ICE cars.

In this paper, the launch and acceleration process of a rear-wheel drive electric
vehicle is experimentally studied using a single sensor (accelerometer), and appro-
priate computational approach to obtain the results for the driving speed and distance
traveled is presented.

2 Experimental Equipment and Results

The studies in automotive engineering can be numerical—by using computer
programs [2–8] or experimental. Experimental studies can be conducted indoor by
test benches [4, 10] and outdoor—on proving grounds or in real road conditions
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[1, 9, 11]. When studying the parameters of the vehicle movement—distance trav-
eled, driving speed and acceleration, experimental equipment, called fifth wheel, is
commonly used [12–17]. The fifth wheel measures the distance traveled based on
the rotation of the wheel. Numerical differentiation of the time series of the traveled
distance is used to obtain the time series of the speed and acceleration. The fifth
wheel is an expensive device, it is not easy to mount to the car and creates problems
for other road users due to the increase in the dimensions of the car.

The easiest way for measuring the vehicle acceleration is with an accelerometer
[9], and with the possibilities of modern smartphones which have an accelerometer,
even a smartphone can be used for that [11, 18]. We can find the driving speed and
the distance traveled using integral calculus. The integral of acceleration over time
is change in velocity and the integral of velocity over time is change in position.

The experimental equipment consists of an accelerometer (model 4030-002-120,
TE Connectivity) that was mounted on the horizontal surface of the front panel of the
electric vehicle. Its measuring range is ± 2 g, frequency range 0–200 Hz and sensi-
tivity 1000 mV/g. Its sensitive element is capacitive silicon micro-electromechanical
(MEMS). The output signal is analog, and an analog-to-digital device (modelDQ401,
HBM GmbH) is used to convert it for visualization and recording on the hard disk
of a mobile computer [9].

The vehicle studied is a pure electric vehiclewith permanentmagnetmotor driving
the wheels from rear axle. The main technical parameters of studied electric vehicle
are given in Table 1.

Figure 1 shows the forces acting on a vehicle during straight-line acceleration on
level road, where G is the vehicle weight, RZ1 and RZ2—normal reactions on the
front and rear wheels, respectively, FT—traction force, Ff 1 and Ff 2—rolling resis-
tance forces, Fa—inertial force, FW—aerodynamic drag, �a—acceleration vector,
h—center of gravity height, L—wheelbase.

The driving limits determining maximum vehicle acceleration, limited by adhe-
sion between tires on the drive wheels and road can be calculated by formula
[19]:

Table 1 Electric vehicle technical parameters

Parameter Symbol Value Unit

Vehicle mass m 1555 kg

Wheelbase L 2.570 m

Center of gravity height h 0.470 m

Static load transfer front/rear axle – 50/50 %

Nominal electric motor power N 125 kW

Nominal electric motor torque T 250 Nm

Nominal motor rotational speed n 11,400 min−1

Number of seats – 4 –
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Fig. 1 Forces acting on a vehicle in straight-line acceleration

aμ =
(
Dμ − fr

)
g

δa
(1)

where aμ is the maximum possible acceleration determined by the adhesion, m/s2; fr
= 0.012—rolling resistance coefficient; g = 9.81—the gravity acceleration, m/s2;
δa = 1.08—rotational inertia coefficient [20]. Dμ is the maximum possible dynamic
factor for rear-wheel drive vehicle, determined by the adhesion [21]:

Dμ= (L/2)μx

L − h(μx + fr)
(2)

where μx = 0.8 is the adhesion coefficient between the tires and the road. After
calculation with the parameters given in Table 1, the results are: Dμ = 0.47 and
aμ = 4.16 m/s2.

The test was conducted in real road conditions in dry, windless weather on a level
road with dry asphalt surface in good condition. Launching was done by pressing the
accelerator pedal to the bottom position at the start. In this way, the maximum power
characteristics of the electric vehicle are realized right from the beginning of the
studied process. The pedal is pressed in fully bottom position until the car reaches its
maximum speed. During the test, only the acceleration time series is recorded using
the accelerometer mounted on the front panel of the car.

The results obtained during the test are shown in Fig. 2. The maximum realized
experimental acceleration is 3.8 m/s2. The maximum possible acceleration that was
obtained theoretically (aμ = 4.16 m/s2) at an adhesion coefficient of μx = 0.8,
corresponding to good grip between the tires and the dry asphalt and it is higher than
experimental which means that no slippage occurred. The driver also did not notice
any signs for slippage. This means that the full power and torque of the traction
electric motor has been realized because the accelerator pedal is fully pressed.
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Fig. 2 Acceleration versus time

3 Numerical Calculus

To obtain the other characteristics of the vehicle movement when starting and accel-
erating, the methods of numerical calculations are used. Numerical integration must
be used to obtain the speed. The using of trapezoidal method inMATLAB is possible:

speed = cumtrapz(time, acceleration);
speed kmh = speed*3.6;
figure(3)
plot(time, speed_km/h);grid_on, xlabel(’time,[s]’);
ylabel(’speed,_[km/h]’)

where acceleration is the recorded during the test acceleration array,
cumtrapz is a cumulative trapezoidal numerical integration [22].

Figure 3 shows the result obtained in this way for the speed of the car. From this
graph it is easy to determine the time to reach both the maximum speed and speed of
100 km/h. The obtained results for speed can be used to make a graph of acceleration
versus vehicle speed (Fig. 4).

After the numerical integration of the speed, the distance is available and plotted
relative to the time in Fig. 5.

distance=cumtrapz(time, speed);
figure(5)
plot(time, distance);grid on, xlabel(’time,[s]’);
ylabel(’distance, [m]’)

Figure 6 shows the results for vehicle speed relative to the distance traveled. The
time to travel the distance of 0–400 m and the top speed are important indicators for
comparing the vehicle dynamics.

The section where the acceleration increases from 0 to its maximum value on the
graph of an acceleration versus speed (Fig. 4) as well as on the graph of acceleration
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versus time (Fig. 2) give us information about the response of the electricmotor to the
electric vehicle launch process at fully pressed accelerator pedal. In electric vehicles
with lower motor power, as well as in electric vehicles with a higher weight or with
a higher rotational inertia coefficient, the time to reach the maximum acceleration is
longer.

4 Conclusion

The paper shows the results of test carried out in real road conditions. The conven-
tional methods of studying the launch process and acceleration used fifth wheel
or noncontact radar sensors. These devices have a high price and require external
mounting on the car body. In this study in-vehicle mounted accelerometer is used.
The remaining parameters of the launch process and acceleration to top speed
were obtained in software by numerical integration using the trapezoidal method in
MATLAB. The results can be used to evaluate and compare the dynamic properties
of electric vehicles. Similar software can be developed for a smartphone application.
The application can find popularity among drivers to easily test their electric vehicle
performances and even diagnosis of the technical condition of a vehicle.
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Measuring Efficacy of the Rural
Broadband Initiatives: Evidence
from the Housing Market

Hanna Charankevich, Joshua Goldstein, Aritra Halder, and John Pender

Abstract Weuse proprietary real estate sales data and a variety of empiricalmethods
to account for selection to study the economic impacts of the Broadband Initia-
tives Program. Broadband Initiatives Program is the largest grant and loan high-
speed infrastructure program implemented by USDA and targeted to rural areas. The
empirical results suggest that new broadband infrastructure did not have measurable
impacts on residential house sale prices.

Keywords Broadband · Rural · Real estate

1 Introduction

Along with water, electricity and transportation, broadband Internet is now an essen-
tial part of everyday infrastructure. The importance of a fast and reliable Internet
connection became evenmore apparent during the COVID-19 pandemic, whenmany
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people switched to remote work and online distance learning and required broadband
to stay connected with their friends and family. As a result, the digital divide between
rural and urban areas is a continuing and growing concern in the United States. For
example, during 2016 to 2020, on average only 53.6% of rural households had a
broadband subscription while in urban areas this number reaches 70.0%.1

Broadband Initiatives Program (BIP) was started in 2009 by the Rural Utility
Service of the US Department of Agriculture. Its objective was expansion of high-
speed Internet in rural areas of the country. In our analysis we are using 79 geocoded
BIP services areas merged with real estate transactions data from CoreLogic from
2005 to 2018. This provides us with a decade of property sales both in the pre- and
post-BIP period.

Property values are affected by the Internet infrastructure through several chan-
nels. Since most communications are Internet-based, education almost always has an
online component and remote work becomesmorewidespread and absence of broad-
band connection limits demand. Moreover, access to Internet makes it easier for real
estate agents to market a house by placing an ad online or conducting virtual open
houses. Presence of reliable and secure Internet also eases financial transactions:
more offers boost competition and drive housing prices up [1].

The effects of broadband on property prices are becoming a focus of interest of
the quickly growing body of literature [1] use census block level data from National
BroadbandMap to estimate the effects of access to a 25Mbps connection on average
property prices across the country. Using an instrumental variable approach, the
authors find that high-speed Internet increases average single-family house price by
3%. However, in the absence of strong instruments these results hardly can be inter-
preted as causal. While Internet may be a priority for the home buyers in urban areas
where most of the population is represented by white collar employees, in the rural
areas the effects are not that straightforward. In [2] the author finds positive effects
of fiber broadband deployment on property values in rural areas of Germany. In [3]
using the same data as in [1], the authors find no correlation of broadband with rural
property prices in Oklahoma counties. Though [4] employing a more rigorous triple
difference design estimates positive effects of broadband on median house values in
rural counties of the United States. They use data on housing outcomes from Amer-
ican Community Survey and broadband availability from Federal Communications
Committee Form 447 at the county level.

Unlike previous literature, in this paper we focus on geographical expansion of
broadband infrastructure in the rural areas of the United States rather than Internet
speed and we pinpoint prices down to the individual property sales. To empirically
estimate the effects of Broadband Initiatives Program we leverage two sources of
variation: (i) geographical variation in property location inside or in the vicinity
of the program service area and (ii) time variation in the program implementation
dates. The broadband effects then are recovered using a difference-in-difference

1 The percentages are obtained using American Community Survey five-year estimates of 2016–
2020.



Measuring Efficacy of the Rural Broadband Initiatives: Evidence … 381

framework by comparing property prices inside the BIP services areas with property
prices within 10 mi radius of its border in pre- and post-program time periods.

A major concern for our empirical strategy is that the properties in rural areas
selected for Broadband Initiatives Program and properties in areas that chose not to
apply to the program or were not selected or ineligible to participate are systemically
different and these unobserved differences are correlated with the property prices.
We are able to address these issues by using a sample of properties matched on
observable characteristics using a Mahanolobis distance [5] to construct a more
comparable control group. Then, our second set of estimates is obtained as difference-
in-differences on the matched property sales. Moreover, we show that similar results
are obtained by utilizing a matching estimation [6] technique that does not rely on
panel data variation for identification.

Our results demonstrate that home prices are, in fact, not affected by the new
broadband infrastructure in the area. Across all estimation techniques, the estimated
effects of Broadband Initiatives Program remain negligible and insignificant. Various
robustness checks show that these results cannot be attributed to anticipatory or
spillover of the program effects on the properties in the immediate neighborhood
of the program service areas. We also did not find differences in the impacts on
prices across broadband technologies or size of the program award. Even though
BIP was directed to rural areas the properties in these areas did not benefit more
from broadband infrastructure than properties urban areas.

Section 2 described the USDA Broadband Initiatives Program. Section 3 details
out data and sources and Sect. 4 outlines the empirical specifications. Section 5
reports the results. Section 6 concludes.

2 Broadband Initiatives Program: Background

The Broadband Initiatives Program (BIP) was established in 2009 by the USDA’s
Rural Utility Service authorized under the Recovery Act. The aim of the program is
to improve high-speed broadband access and quality in rural areas. BIP is the largest
among USDA broadband development programs in terms of financing: a $2.5 billion
appropriation. The BIP provided financing in three forms: grants, loans and grant-
loan combination in two rounds of funding in FY 2009 and 2010 to more than 300
projects.

In order to be eligible to participate in the program, at least 75% of proposed
project area should be a rural2 area with insufficient access to high-speed broadband
to facilitate economic development.

Definition of the insufficient access to Internet varies by round of applications.
In the first round of applications for BIP in 2009 ,only underserved and unserved

2 Under USDA methodology rural areas are areas not located within a city, town or incorporated
area having a population of more than 20,000 and not in an urbanized area that is contiguous and
adjacent to a city or town with more than 50,000 population.
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areas were considered. Unserved areas were defined as areas in which at least 90% of
households lacked access to fixed terrestrial broadband service at a minimum adver-
tised speed of 768 kilobits per second (kbps) downstream and 200 kbps upstream
(768/200 kbps). Underserved areas are areas in which at least one of three condi-
tions was met: (1) no more than 50% of households in the proposed service area
have access at the 768/200 kbps minimum speed; (2) no broadband service provider
advertises service with at least 3 megabits per second (mbps) downstream; or (3)
at most 40% of households in the proposed project area have a broadband service
subscription.

In the second round the selection criteria were simplified: at least 50%of proposed
areamust have lacked broadband access at aminimumadvertised speed of 5megabits
per second (mbps) (downstream+ upstream). In the second round, BIP offered only a
standard 75% grant/25% loan combination. All applicants had to propose to provide
broadband service to all households and businesses in the proposed area.

The award phase of the second round was completed in September 2010. Under
the BIP, RUS awarded $2.2 billion in grants and $1.2 billion in loans to 299 terres-
trial broadband infrastructure projects. A total of 63 of the terrestrial infrastructure
projects were approved in round 1 and 236 in round 2. Thirty-nine of the projects
were not completed and the funds were rescinded.Majority of the funded projects are
last-mile infrastructure projects. In addition to funding terrestrial broadband infras-
tructure, in its second round, BIP provided grants to support satellite infrastructure,
broadband in rural libraries and technical assistance. Satellite projects were awarded
four grants with a total value of $100 million. And 19 technical assistance grants
received about $3 million total.

3 Data

3.1 Housing Data

The source of data on property sale transactions and property characteristics is the
national real estate data provider, CoreLogic. The housing data sourced from Core-
Logic consists of two parts: sale transactions and tax assessments. Sale transactions
contain information on sale price and date, type of transaction and sellers, owners and
involved agencies (for example, lending agency and title insurance company). And
the tax assessments collect data on property characteristics such as property location,
size and age as well as assessed property values for tax purposes. The dataset covers
the universe of properties in all 50 states and is collected from publicly available
sources such as county appraiser offices and multiple listings service.

TheCoreLogic dataset went throughmultiple steps of preparation. Administrative
data records like real estate tax records have, by their nature, multiple entries over
time of information related to the same entity. Firstly, we created a unique individual
record for each property from multiple administrative record entries. Assuming that
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the most recent entry is the valid one, we fill in the missing information on property
characteristics from the previous records.

Secondly, since for the purposes of our analysis we are interested only in resi-
dential properties; the large dataset was initially filtered to derive a sample repre-
senting arms-length sales of single-family residences.3 To construct our sample, we
excluded transactions that are labeled “non-arms-length” (transaction type code “9”)
and kept only transactions referred to as re-sales or sales on newly constructed houses
(transaction type codes “1” and “3”).

We also want our sample to include only single-family type of properties. This is
equivalent to setting the “property indicator” equal to “10”. Single-family housing
is comprised of single-family residences, townhouses, apartments, condos, co-ops,
flats, multiplexes, row, mobile, manufactured homes, etc.

CoreLogic collects extensive data on property characteristics and includes more
than 200 variables. However, many of those are not complete or available only for
a certain type of properties. For our analysis, we consider the following property
characteristics: location, sale information, size and age, number of bedrooms and
bathrooms. Property location is described either by a full property address or by
parcel-level centroid geographical coordinates. Sale information includes latest sale
amount in dollars and the date when the sale contract was signed. We drop any sales
prior to 2005. Size of residence is represented by either a building size in sq. ft. or
a size of the living area in sq. ft. Land square footage or property acreage is used to
describe size of property. The construction year of the original building or the year
when the building was first assessed with current components is used to calculate the
age of the property. We used the Fannie Mae and Freddie Mac Uniform Appraisal
Dataset Specification to calculate number of baths.

Additionally, each property in the selected sample was assigned a census block
identifier that allows us associate demographic data collected by the census surveys
with each property. We create these identifiers by finding the geographic intersec-
tion of the census block areas with the geographical coordinates of the CoreLogic
properties.

Finally, to ensure the validity of each observation we eliminate clear mis-entries
in the dataset. For example, a 1200 ft2 house with 75 bedrooms. The mis-entries
are detected as multi-attribute outliers using Cook’s Distance.4 The final sample of
relevant residential property sales consists of more than 20 mln transactions over the
period of 2005–2018.

3 Arms-length sales transaction (primary sale code “A”) is what wemight call a “typical” transaction
between twoparties, not a special transaction between parties, such as a sale to a relative for a reduced
amount.
4 Cook’s Distance is an estimate of the influence of a data point. It takes into account both the
leverage and residual of each observation. Cook’s Distance is a summary of how much a regression
model changes when the i-th observation is removed.
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3.2 Broadband Initiatives Program Data

We obtained data on Broadband Initiatives Program from the Economic Research
Service, US Department of Agriculture. The BIP data consists of two files. Both
files can be linked together by a unique program ID. The first file is a collection of
shape files describing geography of each project award. Shape files are geographical
boundaries of funded areas. Shape files define the funded areas either as a map
polygon for a single-area project or as a multi-polygon for projects covering multiple
areas. We were able to recover full shape files for 228 BIP projects. The number of
sub-projects is 1168.

The second file contains the project area and award characteristics. These charac-
teristics describe whether a project is last mile or middle mile, broadband technology
used, as well as howmany households and businesses are in the project area and how
large is the program award amount.

To match the BIP program data to the data on property transactions, we expanded
projects’ geographical borders in the shape files by 20 miles like pictured in Fig. 1
(a solid outer line). Then we use the parcel level longitude and latitude to find out
which of the properties are located within the program’s boundaries and inside the
expanded boundary. We consider all the properties that fall within 20-mile distance
from the programs boundaries as properties not impacted by theBIP. These properties
comprise a control group. In Fig. 1 these properties are pictured in orange. And
all properties that are located inside the BIP boundaries are considered as treated
properties, as prices on these properties can be affected by the broadband expansion
into the area. These are the green dots in Fig. 1.

The final analytical sample includes 108 projects with non-zero amount of prop-
erty sales in the selected area and 2.7 million property sales. A total of 2.6 million
of these transactions fall outside the project boundary but within 20-mile distance
of it and more than 124 thousand are inside the BIP boundaries. We were able
to match project information for 79 BIP service areas. The descriptive statistics of
these projects are in Table 1. Average number of households in the BIP service area is
about 10 thousand and average number of businesses is 1.4 thousand establishments.
Some project areas do not include any of the business entities. The smallest amount
per household is 57 dollars while on average BIP award was 4 thousand dollar per
household in a service area. Fiber technology (FTTH) is themost frequently provided
technology by the BIP.



Measuring Efficacy of the Rural Broadband Initiatives: Evidence … 385

Fig. 1 Example of BIP service area with an extended 20 mi border (a) Property sales (b) Inside
(dark grey) service area and outside (in light grey). The figure pictures one of the BIP project service
area shapes located in Oklahoma

Table 1 Descriptive statistics of broadband initiatives projects selected for analysis

Min Mean SD Max

No. households 352 10,507.15 19,332.91 105,904

No. businesses 0 1416.28 2903.14 18,621

Award per HH (USD) 57.3 4009.13 3406.08 15,664.98

FTTH 0 0.608 0.491 1

Wireless 0 0.329 0.473 1

DSL 0 0.152 0.361 1

Observations 79

4 Empirical Methods

4.1 Difference-in-Difference Estimation

We are interested in evaluating the average effects of the Broadband Initiatives
Program on property prices. In other words, we want to estimate how the prop-
erty prices would have had changed in the absence of broadband in comparison
with prices we observe after program implementation. However, the counterfactual
outcome is not observed, and we rely on the observational data of properties in the
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20 miles radius of the BIP area. Given a non-randomized nature of the program and
panel data on property sales, we employ the two-way fixed effects (difference-in-
difference) design, which compares the changes in property prices for residences
in the BIP areas before and after the program implementation to changes in prices
before and after for properties in the neighborhood of the BIP program area.

For estimation purposes we divided the analytical sample into six two-year
periods: 2005–06, 2007–08, 2009–10, 2011–12, 2013–14 and 2015+. This includes
three pre-program periods and three post-program periods and also helps us to test
for the existence of pre-program implementation trends. The 2005–06 is the base
period. The main specification takes the following form:

log
(
Pi jt

) = α0 + α1BIPi +
J=5∑

j=1

β jYear j +
J=5∑

j=1

γ jBIPi × Year j + Tractt + εi j t ,

(1)

where i indexes property, j—time period and t—census tract. log(Pijt) is natural
logarithm of the sale price of property i in time period j in census tract t. BIPi is
the BIP indicator variable that takes the value of 1 if property i is located inside
the program area. Yearj are the time periods dummies where j = 1 corresponds to
the 2007–08 and j = 5 indicates 2015+. Tract-level fixed effects Tractt accounts for
time invariant differences between tracts in analysis area such as rurality and local
policies, εijt is the error term, coefficients of interest γ j capture the program effects
in time periods j ∈ [1, 5] relative to the base period of 2005–06.

To account for possible confounding effects in our regression analysis we control
for property and program characteristics. Property characteristics include sale trans-
action type, number of bedrooms and bathrooms, size of land and living area and
ratio of living area to the total building area and age of property measured as the
difference between the sale year and year the property was built or lastly modified
(effective year built). BIP characteristics control for different broadband technolo-
gies and size of award per household.We differentiate three technology types: FTTH,
wireless and DSL (asymmetrical and very-high speed DSL). FTTH technology may
be FTTH GPON, FTTH RFOG or FTTH PTP. Wireless means both fixed wireless
and mobile wireless technology. We dropped eight projects that provide power line
and hybrid fiber-coaxial cable technology.

4.2 Mahalanobis Matching

To address the concern of covariate imbalance, we implement a matching algorithm
to find properties outside the BIP that look similar to properties within the BIP. We
match properties inside the BIP area one-to-one on properties within a 0–10, 5–15
and 10–20-mile radius of each BIP area. We require exact matches by project and
in the number of bedrooms and bathrooms. Then, the Mahalanobis metric is used
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Table 2 Balance on
matching covariates in
matched property sales

Outside Inside p-value

Age 33.249 33.079 0.215

Bedrooms 1.946 1.946 1

Bathrooms 1.395 1.395 1

Living/building sq. ft 1.249 1.253 0.014

Land sq. ft 66,105.47 110,614.6 0

Living sq. ft 1834.674 1845.159 0.005

Observations 94,236 94,236

Note The table presents the results of two-sample unpaired t-
test. The first column is mean value among property sales outside
program boundary and second column—among properties inside
the project service area. The third column is the p-value the t-test.
Variance is assumed to be equal

for 1:1 nearest-neighbor matching to identify the property that is most similar in the
remaining property characteristics including lot size, living area, ratio of living area
to building area and effective year built. TheMahalanobis distance between property
i inside the BIP and property j outside is defined as

δ
(
X i , X j

) =
√(

X i − X j
)′
S−1

(
X i − X j

)

where X is a vector of matching covariates and S is the pooled covariance matrix.
We assess the ability of our matching algorithm to produce balanced samples

by comparing mean differences in standardized values across these covariates in
properties inside and outside of the BIP area. Table 2 gives the balance in matching
covariates after matching for properties within 10 mi of the BIP border and inside the
service area. We cannot reject the equivalence in average values at 5% significance
level in all matched property characteristics but size of the living area and land.

The program effects then are estimated applying a bias-corrected estimator as in
[6] to each year of observations in thematched sample and comparing the coefficients
on BIP dummy between years preceding program and post-program implementation.

5 Results

In this section we review the results of empirical analysis of the BIP effects on
property. Table 3 presets the results fromestimatingEq. (1) using sample of properties
within 10 mi of the program border as a control group. The results using sample of
properties in 15 and 20 mi radius remain the same. We focus our discussion on the
specification that includes property and program controls and census tract level fixed
effects as the estimates were similar in magnitude and significance for specification
with and without covariates and/or fixed effects. Column 1 reports the estimated
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coefficientsα1,β j and γ j using thewhole sample. Column 2 reports same coefficients
but estimated using a sample of matched properties [7]. The estimates suggests that
on overall BIP has a positive effect on property prices, however these effects dissipate
as we add time trends. Coefficients γ j are negative and close to zero. This pattern
becomes even more pronounced in the matched sample: the estimated effects of BIP
vary between − 0.1% and − 0.4% and are significant only for time period of 2011–
12. It is implausible that benefits of the new broadband infrastructure have already
propagated into the property prices in the two years following the program award, but
it may reflect the inconveniences associated with construction works in the program
area.

Estimates of BIP effects obtained using matching estimator reported in Table
4 paint a similar picture. We find no significant improvement in housing prices
after program in comparison with estimates in 2005–06 years period. The estimated
coefficients in post-program years still indicate that property prices in the program
area are lower than in the 10 mi neighborhood.

Figure 2 compares the estimated effects of BIP of property prices in the 10 mi
radius from the program area border using three estimation techniques described
in previous section. The figure reveals that the estimates program effects are not
statistically different from zero. Econometric analysis of the property prices suggests
that the BIP grant program had no substantial effect in increasing residential house
values.

Table 3 Estimated ITT effects of BIP: main results

Estimate Std. error Estimate Std. error

(1) (2)

DID fixed effects Fixed effects on matched

BIP 0.019 (0.008) 0.004 (0.001)

Year 2007–8 0.013 (0.007) 0.002 (0.001)

Year 2009–10 − 0.14 (0.007) − 0.011 (0.001)

Year 2011–12 − 0.201 (0.007) − 0.016 (0.001)

Year 2013–14 − 0.095 (0.006) − 0.009 (0.001)

Year 2015 + 0.055 (0.005) 0.005 (0.001)

BIP × Year 2007–8 0.034 (0.011) − 0.007 (0.008)

BIP × Year 2009–10 − 0.008 (0.012) − 0.001 (0.002)

BIP × Year 2011–12 − 0.055 (0.011) − 0.001 (0.002)

BI P × Year 2013–14 − 0.041 (0.010) − 0.004 (0.001)

BIP × Year 2015+ − 0.026 (0.009) − 0.001 (0.001)

Covariates Yes Yes

Tract FEs Yes Yes

Observations 173,680 135,189

Note Standard errors are in parenthesis. Year 2005–6 is the omitted category
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Table 4 Estimated ITT
effects of BIP: matching
results

Matching

Estimate Std. error Observations

BIP2006–05 − 0.038 (0.007) 22,468

BIP2007–08 − 0.022 (0.008) 19,072

BIP2009–10 0.006 (0.008) 17,994

BIP2011–12 0.003 (0.008) 23,366

BIP2013–14 − 0.002 (0.006) 33,418

BIP2015+ − 0.023 (0.004) 72,154

Fig. 2 Estimated effects of BIP on property prices using DID with fixed effects, DID on matched
sample andmatching.The upper and lowerwhiskers represent the 95% and 5% confidence intervals,
respectively

6 Conclusion

High-speed reliable Internet connection has become increasingly important in the last
years. Broadband development in sparsely populated geographic areas such as rural
areas has been facilitated by various government-funded programs. In this paper, we
are using proprietary housing dataset to quantify the efficacy of Broadband Initia-
tives Program (BIP) through property prices in rural areas. Using a combination
of methods, we estimate the impacts of new broadband infrastructure to be negli-
gible and negative in 2, 4 and 5+ years post-program implementation. These results
remained insignificant after we addressed for the selection bias using matching on
observables. One of the drawbacks of our analysis is that we do not have information
on the status of broadband adoption at the household level in the service areas: we
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are not able to check whether houses in the program areas are now connected to
broadband Internet or whether the Internet speed has increased.
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Abstract The case study provides analysis of some of the critical junctures in
Bulgarian media ecosystem developments, based on the research of major sources
and datasets on media and journalism in the country (2000–2020) in four domains
(legal and ethical regulation, journalism, media usage patterns, and media-related
competences). While in some of the domains research is well presented; in others
it is not comprehensively developed. Comparatively well advanced are the analyses
of media-related legislation and regulation domain, although empirical practices
are less explored. Reasoning on the media structure developments is more thor-
oughly approached in viewof freedomof expression, freedomof information, and the
ethical issues of media accountability. The journalism domain is addressed through
market developments, public service media, content production, and work condi-
tions. Media usage patterns are examined with the prevalence of issues regarding
pluralism of viewpoints, relevance of news media, and trust in media. The domain of
media-related competences is of growing scholarly interest, especially in the area of
media literacy initiatives and sustenance of professional standards. The analysis of
the selected sources supplements tracking the critical junctures between the various
elements of deliberative communication, which provides ground for outlining the
perspectives of the media developments in the country.
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1 Introduction

During the first two decades of the twenty-first century, the Bulgarian media
ecosystem has experienced intensive processes of transformation, impacted by the
vigorous information and communication technologies, which were supplemented
by new economic models of production and consumption of media content.

That is why, in the considered 20-year period, the media research interest in the
country has been focused primarily on the challenges of the political, economic,
social, and professional aspects of digitalization, reflected in various aspects of
media developments, such as: legislative and regulatory; journalistic practices;media
usage patterns; andmedia-related competences, all covered by theMEDIADELCOM
project “Finding risks and opportunities for European media landscapes.” It started
in March 2021 as a three-year research project financed by Horizon 2020—the EU
funding program for research and innovation. MEDIADELCOM involves 17 teams
representing 14 EU countries from Western, Central, and Eastern Europe, and it is
coordinated by the University of Tartu (Estonia) [1].

In particular, legal framework, regulatory practices, and civil ethical initiatives in
Bulgaria are comparatively and comprehensively studied at national and international
level. Despite the publications related to the topic data about the Bulgarian media
regulation have been also collected through other European projects and surveys
submitted by the national ministries to the CoE, EC, OSCE, UNESCO, or ITU. In the
research international principles and aspects of freedom of expression and freedom
of access to information as well as the acceptable limits of these fundamental rights
dominate.

The resulting changes in the nature of the journalistic profession, the role of the
media, and journalists in the digitalized socio-economic conditions are also compar-
atively well researched. Regarding the quality of the media content, the following
main characteristics have been studied, although sporadically: timeliness of the news
programs; public significance of the broadcast information; factual accuracy based
on verification by independent sources of information; objectivity—disclosure of
all facts in an unbiased way; presentation of plural points of view on the topic;
publication of in-depth journalistic works on socially significant topics (investi-
gations, reports, analyses, comments); writing and spelling style; etc. Along with
many benefits and positive effects of the new media ecosystem, increasing trends to
misinformation, manipulation, and hate speech have also been examined.

The media usage by audiences is studied in light of several factors such as access
to media content, media diversity, functionality and quality of the media, public
trust in the media, and new media. The most common research is related to public
trust in the media and frequency of media consumption, broken down by different
age groups, as well as divided into social and ethnic principles. The type of media
preferences (TV, radio, print, internet, websites, social networks, and social media)
has been also studied, as well as variety of issues, regarding media consumption and
quality of news content.
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Research onmedia-related competencies is rather sporadic. Specific interest espe-
cially on media literacy issues has been growing lately, mainly due to the efforts of
non-governmental organizations and academia.

Following the aim to emphasize on the state of the art of the existing research in
the country with regard to risks and opportunities for deliberative communication,
a large array of specialized publications has been identified and examined. This
includes predominantly findings of transnational organizations that monitor media
systems globally; datasets of national statistics and public bodies; legislative, policy,
and regulatory documents; institutional official papers and non-government reports;
academic national and international research; major sociological surveys; research
of non-governmental organizations; publications of professional media associations,
etc., using keywords related to the four domains. Large comparative research projects
that collect periodically data and produce comparative analysis over certain periods
are relatively scarce and inconsistent, as well as thorough commentaries of the media
industry.

Someof the entities engagedwith the provision of documents and expert positions,
relevant for all domains, are: The Union of Bulgarian Journalists; The Council for
Electronic Media; The Communications Regulation Commission; The Ministry of
Transport, Information Technologies and Communications; TheMinistry of Culture;
The Bulgarian Association of Communication Agencies; The Branch Association
of Bulgarian Telecommunication Operators; universities; The Bulgarian Academy
of Sciences; The Bulgarian National Television (BNT); The Bulgarian National
Radio (BNR); providers ofmedia services; TheKonradAdenauer Foundation (KAS);
The Open Society Institute-Sofia; The Reuters Institute; Reporters without Borders;
Freedom House; The National Council for Journalistic Ethics Foundation; The
Access to Information Program NGO, etc.

Significant journals dealing with media-related issues are predominantly
distributed online: Rhetoric and Communications; Newmedia21; Media and Public
Relations; Postmodernism Problems; etc.

The National Statistical Institute provides substantial statistical data about some
activities of the press organizations and the audiovisual media providers.

2 Political and Social Changes Outlining the Trends
in the Bulgarian Media Developments

The transition fromone-party political systemandcentralized economy todemocratic
and market forms of government and economy after the socio-economic changes in
the country of 1989 lasted for a long time. Only in 2002 in its annual report the
European Commission recognized Bulgaria as a country with a functioning market
economy [2]. In 2004, it became a member of NATO, a necessary condition for
all former socialist countries to join the European Union. In 2007 the country’s
membership in the European Union became a reality.



394 L. Raycheva et al.

Initially, the changes in the Bulgarian mass media system and the directions for
its development were interrelated with the political, economic, and social dynamics
in the country. The processes of demonopolization, decentralization, and liberal-
ization were formed arbitrarily laying the foundation for building the new media
environment. These processes were accompanied by a general shortage of finan-
cial, technological, and human resources to be mobilized and concentrated in the
service of the current priorities of change, based on the values of civil society and
the mechanisms of the market economy.

Researchers underline the fact that the creation of the democratic Bulgarianmedia
system has taken place chaotically and without clear rules and frameworks. The
reform in media policy, regulation, and accountability is characterized as being
slow, “while the steps taken towards state emancipation, liberalization and priva-
tization were overhasty, unpremeditated and premature. The consequences of that
approach were that strategic economic and political allegiances have started exerting
serious power over media content through direct editorial control, gate-keeping of
information, bias in representation, programme choice, commercialization and the
tabloidization of press and electronic media formats towards more entertainment,
sensationalism and scandallousness” [3]. The processes of demonopolization, decen-
tralization, and liberalization were inconsistent [4]. The lack of a national concept
and strategy for the transitional development of the Bulgarian media environment
turned out to be among the extremely important reasons for its incomplete transfor-
mation [5]. The systematic approach was missing, regulation was delayed, and the
pursuit of rapid profits in this area prevailed over the public interest. The gloomy
observation is that “in the absence of clear normative standards media is increasingly
seen as extension of either partisan or corporate strategies” [6]. Thus the transforma-
tion of the Bulgarian media system has been premised on political and commercial
interests and not on public values.

These deficits laid the basis for the shortcomings in media maturing, noted in the
2013 initiative of the Open Society Foundation for studying of digital media in 60
countries. Among the problem areas were the frail media legislation and regulation,
the lack of energetic institutional measures against media concentration; the uncon-
trolled media consolidation; the departure from professional standards; the lack of
pluralism of opinions and diversity of content, etc. The positive aspects were outlined
mainly around the “activities of the civil society, which in specific cases had clear
impacts on both politics and commercial media” [7].

The reasons for these shortcomings are complex. Particularly media property
and media concentration have never been dealt with properly through an adequate
and transparent regulatory framework. On the other hand, the attitude of journalists
toward non-transparent media ownership and the distribution of print publications
according to a study “Journalism without Masks” carried out by the Association of
European Journalists—Bulgaria (AEJ-Bulgaria) and Alpha Research Sociological
Agency has remained unchanged since 2015. It pointed that this is a problem of
ultimate importance—for journalists and for the future of the media. Every second
respondent noted that regulating media ownership and cross ownership is the first
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measure that should be applied to improve the media environment in the country
(55%) [8].

During the first two decades of the twenty-first century, the transformation
processes in the Bulgarian media ecosystem were intensified, due to the impacts of
the digital technologies and the new economic models of production, dissemination,
and consumption of media content. These technologies improved the means and the
ways of communication, which catalyzed both the horizontal exchange of informa-
tion betweenpeople living in one and the sameperiod of time and its vertical transmis-
sion to offspring. However, the media environment became much more complicated,
and problems in it were augmented. These processes were taking place against the
background of the still unfinished transition from a full state monopoly to diversi-
fication of the media and their functioning in market conditions. Remnants of this
monopoly can be clearly seen today in themechanisms of financing the public service
media, which questions the independence of the Bulgarian National Radio (BNR)
and Bulgarian National Television (BNT) from the ruling political class. The big
commercial media are also dependent on the governments and fight for their favor in
the financial disbursement for media companies, provided by EU funded programs.
As reported by theOpenSociety Institute in 2005 and in 2008political elites remained
determined to keep public service broadcasters under tight control after the demo-
cratic changes, and this took place with a greater or lesser intensity across the Central
and Eastern European region. When these countries became members of the Council
of Europe and later acceded to the EU, it was critical that they should meet existing
European standards of public media independence. During the period of negotiation
before entry politicians refrained from influencing public service media [9]. Thus a
critical merge of politics, business and media threatened freedom of expression and
freedom of the media. Deregulation of the radio and television broadcasting sector
was protracted, giving way to the rise of two interrelated processes—politicization
of media and mediatization of politics [10]. Since the beginning of the new century,
these processes have accelerated with the widespread use of digital technologies in
everyday communication. It is notable, though, that, according to the World Press
Freedom Index, while in 2006—the year before accession to the European Union,
Bulgaria ranked 36th, while in 2020 it collapsed to 112th place among 180 countries
in the world [11].

In 2021, Bulgaria ranked among the Member States of the European Union with
an average level of digitalization [12]. According to EU’s Digital Intensity Index
2021 Bulgarian business had the lowest level in the EU in digitalization and invest-
ment in digital technologies [13]. This certainly did not apply to the major media
and telecommunications companies in Bulgaria. However, the country is still experi-
encing significant delays and difficulties in building an e-government to consolidate
e-data and services for the benefit of businesses and citizens.

Data provided by the National Statistical Institute present the trends for the media
developments in the country. The decrease in titles and circulation in print media
is notable: In 2020 there were 209 newspapers with annual circulation of 123, 287
mln copies (dailies—33; published 2–3 times a week—11; published less than once
a week—71; and weeklies—94). In comparison, prior to the EU accession in 2007
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there were 423 newspapers on the market with annual circulation of 310, 023 million
copies. Radio stations and TV channels mark decline versus increase in hours broad-
casted. While in 2007 there were 222 national television channels with 599, 135 h of
programming and 150 radio stations with 591, 836 h of programming, in 2020 they
were reduced to 120 TV channels (779, 830 h.) and 77 radio stations (635, 102 h.).
On the contrary, Internet penetration for households in the country has increased
more than four times for the same period: 17.0% (2007) to 78.9% (2020) [14].

Despite the rapid development of ICT and online services, television continues
to be the most preferred source of information and entertainment for most Bulgarian
households. In addition to traditionalmedia and online-only news sites, using of other
social media platforms, as well as networking and microblogging services such as
Facebook, Google Plus, Instagram, Twitter, TikTok, and hashtags, is becoming more
and more popular. The use of online social networks every day or almost every
day is 56% (in EU it ranges from 46% in Germany and France to 77% in Lithuania)
[15]. The creative potentials of the new information and communication environment
appear to be a key factor in the development of the Bulgarianmedia reality.More than
76% of the Bulgarians use Facebook for any purpose and 64% for news; 70/64%—
YouTube; 54/17%—Facebook Messenger; 61/16%—Viber; 36/12% Instagram; and
13/8%—Twitter. About 38% share news via social media, messaging, or email [16].

3 Risks and Opportunities of Media Developments

The review of the existing research and the conducted analysis of the media environ-
ment in Bulgaria allows highlighting the critical junctures in the media environment
in the country in the period 2000–2021.

Although the country is defined as free in terms of political and civil rights
(Freedom House) [17], freedom of expression (Reporters without Borders), jour-
nalism and media market are at increasing risk of instability and dependence. The
freedoms of movement of goods, capital, services, and people of the European single
market turned to be challenging to upholding of the basic pillars of Europe’s audio-
visual model, such as cultural diversity, media pluralism, and protection of minors,
consumer protection, and intolerance of incitement to hatred.

3.1 Legal and Ethical Regulation

The selected sources in legal and ethical regulation domain present the results of in-
depth researchonmedia lawandmedia regulation of radio and television environment
and the main aspects in self-regulation and media ethics. They also cover the legal
framework of digitalization of the electronic media and the main regulatory ideas
concerning the new online media. The opportunities and challenges generated by
newmedia services formedia freedom and independence are also examined. Possible
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critical junctures may arise as a result of the slow and incomplete media legislation,
non-systematic implementation, and the deficiency of media accountability, media
self-regulation, and media co-regulation. The lack of strong and demanding civil
society, constant political pressure, and submissive journalistic culture which does
not vie for independence and high moral standards every day are other factors that
have to be taken into consideration. A critical juncture could arise from the upcoming
application of the EU digital services and digital markets package which will require
close cooperation and harmonization of the actions of Member States in the complex
digital environment to enable transparency, user safety, and platform accountability
against the trade of illegal goods, services, and content online and manipulative
algorithmic systems spreading disinformation [18].

3.2 Journalism

The examination of the selected research sources on the media environment in
Bulgaria (2000–2020) draws attention to several critical junctures for Bulgarian
journalism. Most of them are related to media pluralism in its various aspects—
diversity of content and opinions, transparency of media ownership, political and
financial (in)dependence of the media, social exclusion of groups from society, etc.
The state of the journalistic profession in the market and work conditions, education
and realization of students in journalism, and journalistic values and standards reveal
additional risks for the development of journalism in the country.

All forms of media pluralism are threatened, the most critical being the state of
market pluralism, political, and corporate independence of the media. Other serious
problems are commercialization of journalism, deterioration of the working envi-
ronment and labor market for journalists, lowering professional standards, declining
consumer trust in traditional media, and the rise of online platforms. Opportu-
nities to improve the media environment stem from overcoming the risks them-
selves. They require the will and coordinated action of political class, legisla-
ture, media owners, media and communication regulators, professional journalistic
organizations, academia, and civil society.

3.3 Media Usage Patterns

The analysis of the research regarding media usage patterns shows that although
considerable amount of reliable data is available, it is not sufficiently regular and
systematic. Two main critical junctures can be outlined in this domain: the decline
of public trust in media due to their economic and political dependence and media
consumption divide by age and social groups due to technological developments.
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Audiences increasingly prefer easily digestible information, preferably presented
through video. More and more people are relying on social media to choose infor-
mation, becoming more and more inert in their search for media. The leading device
for reading and watching news is the smartphone, which is decisively ahead of the
personal computer. A different approach of the young generation to media consump-
tion has been noted. The center of gravity of young people has shifted from the
professional sphere to leisure; consumption for younger generation is often a more
important identifier than career or status. Thus, the public is displaced by the private;
the communities—by the networks. The adult population between the ages of 66 and
75 are heavy users of traditional media—television, press, and radio [19].

3.4 Media-Related Competences

In the analyzed sources several critical junctures with regard to media competencies
stand out. They are connected with trainings to increase media and digital literacy;
copingwith fake news andmisinformation;media diet preferences; and technological
challenges. After the COVID-19 pandemic, when everyday life moved online and
even older people who had not actively used the Internet and social networks had
changed their habits, it became clear that they also needed media literacy. Topics
such as how to distinguish reliable from unreliable sources of information; how to
recognize fake profiles on social networks; how to protect oneself from online fraud;
what are the risks associated with one’s personal data online; and how to select
sources of information are challenging to the broader audiences.

Media and digital literacy are perceived as an effective remedy against the spread
of fake news and misinformation, as a tool for creating and training of critical and
analytical thinking. The fact that more than half of the Bulgarians rely on the social
networks to receive news also shows the need for amore in-depth study of the level of
media competencies of the country’s audiences [20]. Thus media and digital literacy
are among the prerequisites for media pluralism. The reason is that media and digital
literacy guarantee access to more diverse sources of information.

Starting from the understanding that media literacy is a condition for universal
access to information, for the development of critical thinking and for effective
empowerment of citizens, the lack of media literacy policy is assessed as a risk to
media pluralism.

4 Conclusion

In the hypermodern age, when technology is revolutionizing culture and it is “no
longer in the representations, but in the objects, brands and technologies of the
information society” [21], information and communication determine the parameters
of the new “media” society. In order to sustain its proper functioning for the sake
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of deliberative communication combined efforts of all stakeholders (in the legal,
regulatory, technological, economic, professional, academic, and social areas) are
needed in all four domains. The findings in the review of the studied sources and
databases and the conducted analysis of the media environment in Bulgaria (2000–
2020) and the highlighted critical junctures can support outlining policies to enhance
the perspectives for the media developments in the country.
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Towards an Adversary-Aware ML-Based
Detector of Spam on Twitter Hashtags

Niddal Imam and Vassilios G. Vassilakis

Abstract After analysing messages posted by health-related spam campaigns in
TwitterArabic hashtags, we found that these campaigns use unique hijacked accounts
(we call them adversarial hijacked accounts) as adversarial examples to fool
deployed ML-based spam detectors. Existing ML-based models build a behaviour
profile for each user to detect hijacked accounts. This approach is not applicable
for detecting spam in Twitter hashtags since they are computationally expensive.
Hence, we propose an adversary-aware ML-based detector, which includes a new
designed feature (avg_posts) to improve the detection of spam tweets posted by the
adversarial hijacked accounts at a tweet-level in trending hashtags. The proposed
detector was designed considering three key points: robustness, adaptability, and
interpretability. The new feature leverages accounts’ temporal patterns (i.e., account
age and number of posts). It is faster to compute compared to features discussed in
the literature, and improves the accuracy of detecting the identified hijacked accounts
by 73%.

Keywords Twitter spam detection · Adversarial examples · Evasion attack ·
Adversarial concept drift · Account hijacking · Trending hashtag

1 Introduction

The detection of Online Social Networks (OSNs) spam campaigns, which are
accounts controlled by amalicious third party [8], has attracted researchers’ attention
not only because they irritate users, but also because these campaigns can be used
to distribute more sophisticated security threats, such as malware or ransomware.
Spam campaigns can create bots that are hard to be distinguished from regular users;
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these bots can easily generate a large number of spam tweets and spread misinfor-
mation to create a trending topic. In addition, spam campaigns evolve over time by
adopting new techniques to evade detection [9, 10]. Spam campaign designers use
different methods to fool the deployed spam detectors; for instance, using compro-
mised (hijacked) accounts, creating fake accounts, or posting messages with empty
content.

This paper proposes an approach for designing an adversary-aware ML-based
detector of Twitter spam. After studying tweets posted by health-related campaigns
on Twitter trending hashtags, we found that they use unique hijacked accounts
as adversarial examples to fool spam detectors. Since most of the existing spam
detectors, designed to detect hijacked accounts, need to analyse users’ tweet his-
tory, which is not applicable approach in trending hashtags, we design a new fea-
ture avg_posts that can differentiate between legitimate user accounts and hijacked
ones in our previous study [19]. The new feature leverages accounts’ temporal pat-
terns (i.e., account age and number of posts). Here, we developed an adversary-
aware detector consisting of Multiple Classifiers System (MCS) for capturing dif-
ferent features of spam tweets with a Fuzzy Rule-based (FRB) classifier for aggre-
gating the output of the classifiers and integrating the human-in-the-loop (HITL)
approach. The developed adversary-aware detector was designed to be robust to
identified adversarial examples by using the avg_posts feature, adaptable to evolv-
ing attacks (i.e., adversarial drift) and interpretable to enable experts (i.e., security
analysts) to update the classifiers. The main contributions of this paper are as fol-
lows:

• An approach for designing an adversary-aware ML-based detector that is robust,
adaptable, and interpretable is proposed.

• The robustness of the developed adversary-aware detector to the identified adver-
sarial examples was evaluated and compared with state-of-the-art spam detectors.

• Wedemonstrate how the developed adversary-aware detector can handle the adver-
sarial concept drift using a real-world dataset collected from Twitter.

1.1 Method

This section describes the methodology used for developing our adversary-aware
ML-based detector of health-related spam in Twitter hashtags. It follows methods
commonly used in the literature, but, in addition, the possible presence of adversaries
was considered in each step. In our previous study [19] of health-related campaigns,
we designed a new feature for detecting the identified hijacked accounts used by
these campaigns. In this current study, we will use the designed feature avg_posts
for developing an adversary-aware ML-based detector.
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1.2 The Propose Adversary-Aware ML-Based Detector

Recent studies show that when ML-based models are used in security applications,
they become vulnerable to various forms of adversarial attacks [1, 4, 5]. Thus,
the developed adversary-aware detector was designed for an adversarial environ-
ment, in which the adversarial drift may occur because of adversaries’ constant
attempts to compromise cybersecurity systems. The developed adversary-aware
detector of health-related spam, including the adversarial hijacked accounts, on
Twitter is inspired by some of the models discussed in the related work section
that utilize a multiple classifiers systems (MCS) [7, 20, 31, 34, 35]. Related studies
focus on detecting hijacked accounts and tweets using MCS to capture different fea-
tures (content-based or meta-based features) and to improve the detection accuracy.
Unlike existing approaches, our adversary-aware detector consists of four classifiers:
one meta feature-based and three textual feature-based classifiers. The detector con-
siders four modalities of data: tweets’ statistical features (e.g., account_age, status,
avg_posts, etc.), tweets’ textual content, tweets’ description, and tweets’ emojis con-
tent. Diversity is an important characteristic ofMCS, asmeasuring the diversity helps
prunes the classifiers [28]. According to [26], the best method to measure the diver-
sity of aMCS is measuring the disagreement. Thus, the outputs of the four classifiers
are feed into a Fuzzy rule-based classifier (FRB) for measuring the disagreement and
making the final prediction. FRB systems consist of a set of IF...THEN rules that
are transparent and interpretable by humans. FRB systems are widely used to deal
with uncertainties or to process non-stationary streaming data [2, 11, 16]. Although
the design of traditional FRB systems requires a number of handcrafting functions,
assumptions and patterns to be selected, our detector utilizes an FRB system for
integrating the outputs of the MCS in a way that does not require a large number
of rules. The main reasons for using FRB are to detect possible adversarial drift
that may occur as a result of adversarial attacks and to ensure the adaptability of the
detector. Related studies usemajority vote or softmax function for the final prediction
of the MCS’ outputs, which may not detect adversarial drift. We believe that when
designing a spam detector for adversarial sittings, it is crucial to consider how the
model will operate under a new adversarial attack. First, the input X is classified by
the four classifiers; the output of these classifiers is either 0 (non-spam) or 1 (spam).
The output of these classifiers is then examined by the FRB classifier, and the final
decision of this classifier is the output Y . An overview of the developed adversary-
aware detector is presented in Fig. 1. The following subsections will provide a more
detailed description of the detector and its components.

2 Experimental Results

The experiments conducted in this section focus on initially choosing the best ML
algorithms, and then training and testing the selected algorithms. As the developed
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Fig. 1 An overall framework for spam detection

adversary-aware detector consists of four classifiers, separate experiments were per-
formed to choose an ML algorithm for each classifier in the developed detector (see
Fig. 1).

2.1 Meta Feature-Based Classifier

This classifiermakes its predictions based on input statistical features, such as number
of friends or followers; this classifier uses a total of 13 numerical features. The
statistical features of tweets can help distinguish spam from non-spam. However,
in the real world, these features may change in unpredictable ways over time, and
several vectors may cause data distribution to drift over time. The meta feature-based
classifier CA focuses on detecting spam based on tweets’ statistical features.

In our previous study [19] of the health-related campaigns, we found that
they use a unique type of hijacked accounts. Thus, a new feature was designed
avg_posts = status

account_age . Here, we focuses on evaluating the effectiveness of the
avg_posts feature in improving the robustness of meta feature-based classifiers to
the adversarial hijacked accounts with two goals. First, we seek to examine how
well does the avg_posts feature improve the performance of different supervised and
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unsupervised classifiers in detecting the identified adversarial hijacked accounts.
Second, we seek to compare our meta feature-based classifier with state-of-the-art
spam classifiers.

Datasets We use three datasets in this part of experiments: Gilani-2017 [15] and
cresci-rtbust-2019 [30] datasets, and the dataset collected fromTwitter [18]. The latter
consists of 2509 tweets that are grouped in twoclasses: 1990non-spam tweets and519
health-related spam tweets. The spam tweets includes 141 tweets that are posted by
hijacked accounts. The three datasets were divided into training and testing datasets.
Two versions of the training datasets were used; a training dataset that includes
the adversarial examples and a training dataset that does not include adversarial
examples. Hijacked accounts were considered as adversarial examples and used to
evaluate the robustness of differentML-basedmodels using differentML algorithms.
Also, the benchmark datasets (Gilani-2017 and cresci-rtbust-2019) were used for
evaluating the effectiveness of avg_posts by using different datasets.

Supervised approaches In this part of experiments, we compare the performance of
six ML algorithms in detecting the adversarial hijacked accounts with and without
the avg_posts feature. First, the ML algorithms were trained by using the training
part of Twitter dataset that does not include the adversarial examples (i.e., cleaned
dataset). Then, the algorithmswere evaluated using the testing part of Twitter dataset.
Results show that the overall prediction accuracy for most of the ML algorithms
increases by at least 2% except for two ML algorithms when using the avg_posts
feature. Based on the these results, we conclude that when the algorithms trainedwith
dataset includes avg_posts, their performance on detecting the adversarial hijacked
accounts increases.

Additionally, we conduct a preliminary experiment on adversarial training, by
feeding theMLalgorithms the training dataset that includes the adversarial examples.
The goal is to evaluate the performance of the ML algorithms that trained on the
adversarial training fashion, with and without the avg_posts feature. The results
show that the overall detection accuracy of the ML algorithms is not affected when
using avg_posts, yet it improves the detection accuracy in some algorithms.

Unsupervised approachesWecompare the importance of avg_posts in the detection
of adversarial hijacked accounts using models trained in an unsupervised manner as
some recent studies used unsupervised approaches to detect hijacked accounts [20,
37] and bots [30]. Although supervised approaches can detect spam with high accu-
racy, their detection accuracy drooped on detecting never seen data (i.e., Zero-day
attacks). We employ anomaly detection auto-encoders (AEs) [33] to evaluate the
effectiveness of avg_posts. AE is a type of dimensionalty reduction and feature pro-
jection techniques (e.g., PCA, TICA). We used an AE as some related studies show
that they outperform other diminsionality reduction techniques in detecting compro-
mised accounts in OSNs [30, 37]. Similar to the above experiments, the collected
dataset from Twitter was used for training and testing. Results show that there is
a considerable improvement in the performance of the three unsupervised models
when using avg_posts. The AUC of the dense-based AE improves by 12% when
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Table 1 Comparison
between our meta
feature-based classifier and
SOTA detectors

Algorithms Recall

COMPA 0.19

Nauta 0.36

Botometer 0.71

Our classifier 0.73

using avg_posts, wheres 1 and 2% improvements were recorded for BiLSTM and
LSTM, respectively.

Comparison Against Baselines Finally, we compare the detection accuracy of the
adversarial hijacked accounts of our feature-based classifier against state-of-the-art
spamdetectors. The following three baselineswere chosen:COMPA [12],Nauta [32],
Botometer [3]. As most of related studies in detecting hijacked accounts use users’
behavioural-based approach, which requires analysing users’ tweet history, we build
a new testing dataset that contains 52 users’ accounts. The goal of these experi-
ments is to show how these campaigns can fool hijacked accounts detectors that
rely on accounts tweets history. We choose hijacked accounts that have old account
age with very few tweets on their accounts (i.e., less than 10) and those that have
only few spam tweets. These accounts are hard to be detected by users’ behavioural-
based detectors since their profiles do not have enough variations. After extract-
ing the tweets of the 52 accounts, we manually evaluate them using COMPA’s
and Nauta’s algorithms. The reason for the manual evaluation is that these algo-
rithms cannot build a behaviour profile for accounts containing less than 10 tweets
as stated in [12]. For evaluating the Botometer, we check each account in the dataset
and record the results. If the score is higher than 3.5, the account is classified as
spam. As the dataset contains only hijacked accounts, we compare the ability of the
detectors to correctly find hijacked accounts (recall). The results in Table1 show
that our meta feature-based classifier outperforms the three detectors in detecting
the adversarial hijacked accounts. For a fair comparison, we only used six fea-
tures (no_followers, no_favourites, no_listed, status, account_age, and avg_posts)
in this experiment. Although the Botometer detector achieves a result that is very
close to ours, it classifies 34 out of 52 accounts with score and remarks that the
“score might be inaccurate”. The reason these accounts could not be classified accu-
rately is that they have not been active for a long time and do not have enough
variations.

2.2 Content-Based Classifiers

This subsection presents three parts: tweets’ content, emoji and description clas-
sification. First, we compare the detection accuracy of the three text classifiers:
Doc2vec [27], CapsuleNet [17], and BOW with TF-IDF1. Then, we examine the

1 https://github.com/susanli2016/NLP-with-Python.

https://github.com/susanli2016/NLP-with-Python
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robustness of the three classifiers to a character-level type of attack. Followed by
evaluating the detection accuracy of the chosen text classifiers using tweets’ textual
description. Finally, the results of emoji-based classifier are presented.

The first classifier was a Tweets’ Content Classifier. We compare the detection
accuracy of the three text classifiers: Doc2vec, CapsuleNet, and BOW with TF-
IDF. The three classifiers were trained using the collected dataset from Twitter [18],
which were split into training and testing datasets. The random forest algorithm
was trained for the classification task. Results show that dec2vec achieves the best
detection accuracy among the three classifiers. The rational explanation of this result
is that dec2vec captures the meaning within embeddings [37].

An important step when designing an adversary-aware detector is to consider
the robustness of the detector to adversarial examples. Since our analysis of the
targeted campaigns reveals some adversarial activities that are carried out by these
campaigns (e.g., adding repeated characters ormisspelt spamwords),we extend these
types of character-level manipulation and create adversarial test dataset. First, we
manipulated the top 30 frequent words in spam tweets by replacing some characters
with visually similar symbols or numbers. For example, Maca 222 M@ca, Forever
222 F0rever. Then, we trained the classifiers using a clean version (i.e., does not
contain adversarial examples) of the training dataset. Finally, we test the classifiers
using the manipulated dataset. The results show that Dec2vec is the most robust
classifier against the character-level attack. Based on these results, Dec2vec was
chosen for the tweets’ content classifier CB .

Additionally, we a Tweets’ Description Classifier since we found that the tar-
geted campaigns use descriptions to mimic legitimate users’ accounts. Our analysis
shows that while a few, 12 out of 1990, non-spam tweets have empty description, 9
spam tweets have empty description. The Doc2vec with RF achieve 90% detection
accuracy. The last classifier was a Tweets’ Emoji Classifier. After striping emojis
from tweets’ content, and spliting the dataset into training and testing, we use TF-idf
with RF for the classification CD . The results show that our model can distinguish
between the two classes with 98% detection accuracy.

2.3 Fuzzy Rule-Based Classifier

Here, a set of rules that depend on the outputs of the four classifiers are defined. The
main reasons for using this classifier is to make sure that the detector can evolve
over time in the face of emerging attacks. Specifically, the classifier was designed
considering the adaptability and interpretability to handle possible adversarial drift
that may occur as a result of adversarial activities [36]. To handle adversarial drift,
two problems need to be considered: detecting possible adversarial drift and debug-
ging /updating the detector. The proposed method for handling adversarial drift is
a mix of active and passive approaches [28], in which we update the detector when
the adversarial drift is detected (i.e., active approach) and when the classifiers dis-
agree (i.e., passive approach). The methodology used for building this classifier was
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inspired by [35], which is one of the first studies that investigate the adversarial drift
in streaming data. Based on the analysis of our dataset, we give the optional classifier
CC a higher score than CD since we find that most of the tweets posted by accounts
that has description. However, the sensitivity and weight of the classifiers can be
updated if the disagreement between the classifiers increases. The FRB classifier
will make its final decision based on the following three rules: (1) if both mandatory
classifiers agree on an input class even if one or both optional disagree. (2) if one
of the mandatory classifiers and both optional classifiers agree on an input class. (3)
if one mandatory classifier agree with the optional classifier CC . The output of the
optional classifiers are considered only when the mandatory classifiers disagreed.
These optional classifiers help overcoming the uncertainty and handling adversarial
drift. Samples that the classifiers disagreed on, will be collected and used by the
security analyst to update the classifiers.

AdversarialDrift SimulationTosimulate the adversarial drift detection,weperform
the following two steps:

Step (1) Detecting the adversarial drift:

1. Splitting the dataset into different chunks (D1,…, Dn ,…) where n is the number
of chunks. The adversarial drift occurs between two points in time Dt

n and Dt+
1n

where t is the time point. Each chunk contains a number of instances (i.e., tweets)
Dt

n = (x1, . . . , xn, . . .). if P
t (x,y) �= Pt+1(x,y), where Pt (x,y) denotes the probability

of data at a time point t , and yn is the assigned to class of xn .
2. Training our detector using clean dataset (i.e., not including adversarial examples)
3. Adding adversarial examples (hijacked accounts) to Dt

n with different percent-
ages.

4. Evaluating our detector, which was trained on clean data, using testing datasets
Dt

n .
5. Thedriftwill be confirmedwhen the detection accuracyof the detector’s classifiers

dropped under the reference percentages.

In detail, we followed themethodology proposed in [35] for defining the reference
percentages to which the predicted results of the classifiers were compared. The
trainingdatasetwas used tofind the expected accuracy for the classifiers.Weuploaded
the training dataset into WEKA and a tenfold cross-validation was chosen as a test
option. After repeating this process ten times, the learned expected behaviours of the
classifiers were used for adversarial drift detection. Classifiers’ sensitivity to drift can
be controlled by modifying the reference percentages. The reference percentages of
our detector are as follows: CA: 95%, CB : 96%, CC : 84%, CD: 89%.

After choosing the reference percentages (i.e., accepted drift) of our classifiers,
nowwe are simulating the adversarial drift on our dataset. The number of samples that
are considered as an indicative of the adversarial drift is depending on the classifiers
used. The experiment was preformed using the meta feature-based classifier CA. In
order for adversaries to inject an adversarial concept drift into data [22], they need
to have knowledge about the nature of data. Thus, we will consider a scenario that
starts with a probing attack, where an adversary manipulates a few samples (i.e.,
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Fig. 2 The simulation of adversarial drift

tweets) and post them to learn from the deployed classifier’s feedback. The next step
is launching the adversarial attack, in which the adversary manipulates more samples
to either evade detection or subvert the deployed classifier (i.e., Adversarial drift).
To simulate the attack, we split the dataset into chunks (D1, . . . , Dn, . . .). Each Dt

n
denotes a set of samples that arrive at different time t . The training dataset consists
of 400 non-spam and 100 spam tweets. The testing datasets consist of 350 tweets
that include different percentages of adversarial examples (i.e., adversarial hijacked
accounts). The manipulation percentages start from 10 to 25%. The simulation of
the adversarial drift is presented in Fig. 2. The results show that the probing attack
starts at D2, where the manipulation percentage is 10%, and the drift is detected at
D4, where the manipulation percentage is 14%.

After simulating the detection of adversarial drift, the next step is to debug/update
the classifiers. Different methods for collecting and labelling samples to update the
deployed classifiers have proposed in the literature. Active learning focuses on choos-
ing the most valuable data that need to be labeled, and has been widely used for
solving this problem [21]. Several active learning methods are proposed to find the
valuable samples, such as using uncertainty of a classifier [35], samples that best
represent the concepts in distribution [13], or sliding windows [25]. Our proposed
detector follows an active learning approach Query by Committee (QBC) [24] that
finds the most valuable data to be used for updating the detector based on the dis-
agreement between the classifiers. The QBC approach was first proposed for static
active learning [14] and modified in [24] to be used for data stream. The labelling
strategy we use is different from the one used by the adapted approach. We introduce
our methodology for updating the detector in step 2.
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Step (2) Updating and debugging the detector:

1. Samples that the classifiers (CA, CB , CC , CD) disagreed on (x1, . . . , xn, . . .),
where xn is an input and n is the number of a sample that will be collected. These
samples will be labelled by the FRB classifier using the fuzzy rules.

2. If the number of these samples reaches a certain level, they will be examined by
the security analyst and used to evaluate the classifiers.

3. If the percentage accuracy of any of the classifiers dropped under the reference
percentages, the collected samples will be used to update the detector.

4. Since the collected samples might not be sufficient for updating the classifiers,
we will re-sample the collected samples by generating synthetic data [23].

The results in step 1 show that when we manipulate 10% of the data, the detection
accuracy drops. Thus, based on this result, in which we use the statistical classifier
CA, if the number of samples that classifiers disagreed on is higher than 10% of
the arrived chunks, the samples need to be checked by the security analyst. Updat-
ing the deployed detector requires a certain amount of human work although it
may be costly and time-consuming [21]. Also, Ksieniewicz et al. [25] stated that
for some practical tasks (e.g., medical diagnosis) humans need to verify labelled
data. Hence, we integrate Human-in-the-loop approach in the process of updating
the adversary-aware detector since the targeted type of drift occurs as a result of
adversarial attack. Once the drift is confirmed by the security analysts, the collected
samples will be used for debugging. There are different methods for debugging the
classifiers, and in this research we consider retraining as the method of debugging.
In some cases, retraining the classifiers may not enough and designing a new fea-
ture or using different ML algorithm is needed. If the collected samples were not
sufficient for updating the classifiers, data re-sampling techniques that proved to be
effective when dealing with few samples will be used. Synthetic Minority Over-
sampling Technique (SMOTE) [6], which is one of the most commonly technique
used for oversampling, was chosen to generate new artificial samples by replicating
pre-existing ones [29].

Additionally, we compare the accuracy and recall of two retraining methods used
by the classifier CA to handle the adversarial drift. We use the same setting for sim-
ulating the adversarial drift as in the previous experiment. After the drift is detected
at D4(14%), we used D4 to retrain the classifier. We considered the classification
accuracy and recall since the adversarial drift occurs as a result of manipulating
the malicious samples only [35]. Then, we retrain the classifier using SMOTE from
Imbalanced-Learn Library.2 We over-sample D4 and update the classifier. The results
show that using SMOTE makes the recall more stable than updating the classifier
using the detected adversarial drift’s samples.

2 https://github.com/scikit-learn-contrib/imbalanced-learn.

https://github.com/scikit-learn-contrib/imbalanced-learn
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3 Conclusion

Motivated by the spread of untrustworthy healthcare advertisements in Arabic trend-
ing hashtags, we developed an adversary-aware detector of spam tweets posted by
these campaigns. Excessive experiments on the collected datadets using the new
avg_posts feature show that our adversary-aware detector outpreforms bots and
hijacked accounts detectors. Additionally, the developed detector, which consists of
MCSwith a FRB classifier that integrates human-in-the-loop approach, was designed
to be robust to the identified adversarial examples, adaptable to handle adversarial
drift and interpretable to security analysts.

The aim of this study was to simulate the research community to focus on design-
ing adversary-aware detection systems that are robust, adaptable, and interpretable.
Although the analysis focused on spam campaigns in Arabic trending hashtags, as
mentioned, the avg_posts feature can detect hijacked accounts regardless of the lan-
guage used. Finally, achieving a high detection accuracy was not themain goal of this
research, as the literature proves that, with enough data, it is not difficult to achieve
high accuracy. Rather, our main focus was to develop adversary-aware spam detector
keeping into accounts three key points: the robustness to the identified adversarial
examples, adaptability and interpertability to handle adversarial drift (i.e., to ensure
the detector can evolve over time).
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Abstract The goal of this study was to outline the impact of the enterprise resource
planning (ERP) system digital transformation of supply chain management (SCM)
processes in higher education by using the desk research technique to gather infor-
mation from other sources that we reviewed to build our study and identify gaps
that were detailed in the discussions and results. This study concentrated on higher
education, and observationwasmade that ERP systems do not fully cover all business
operations, including supply chain management procedures such as price fixing, bid
rigging, and collusion between employees and suppliers; yet the study satisfied all
three research objectives by providing a recommended key methodology to enhance
the ERP system of SCM integration in higher education.
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1 Introduction

In 1990s, Michael E. Porter introduced the “supply chain management” (SCM) to
optimize the operations of supply chain management processes [1]. According to
Nzama [2], “the improvement and the upgrading of the ERP program to advance
the competitive advantage in the organizations might be presented with the new
emerging risks due to the IT transformation”.

The supply chain digital transformation results in amore advanced automation and
inter-system integration application, this implies that all machines and equipment in
production are coordinated via the Internet and sensors to produce at the same time,
and all necessary data is stored with the cloud system during this process [3].

The most common software used by institutions is enterprise resource planning
(ERP), which requires a significant financial investment to set up and compared
to other applications, and little research has been conducted on ERP systems in a
university setting regarding keeping up with the constantly shifting expectations of
the industry [4].

2 Problem Statement

Themain purpose of these study is to evaluate the effects of transforming supply chain
management processes using a higher education ERP system. These are following
challenges that experienced by the higher education ERP systems and need be
addressed by this study:

• Inability to adhere to the business requirements results poor evaluation and
selection of ERP systems;

• Non-compliance with the legislative environment;
• Inadequate IT infrastructure; and
• Inadequate transfer of knowledge to embrace new technologies.

2.1 Research Objectives

The objectives of the study focus more to address the above challenges.

• Describe the pro-active planning provided by the ERP system to improve the
supply chain management processes.

• Determine the effectiveness of the digital transformation in higher education
supply chain management processes.

• Determinewhether theERPsystemsmeet all the business requirements to promote
the efficiency of business processes.
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2.2 Research Questions

The study questions are prepared as follows, and the answers from these questions
will depend on the research methodology;

• How does the ERP system enhance the supply chain management processes in
higher education?

• What is the significance of digital transformation in higher education?
• What is the status of ERP system regarding compliance with all of the busi-

ness requirements outlined in higher education policies, procedures, laws, and
regulations?

3 Literature Review

ERP systems have been widely employed by major corporations worldwide, and
they have recently supplanted management, financial, and administrative computer
systems in higher education. ERP has played an important role in higher education’s
IT management, but it has been far from the core discipline of higher education [5].

Higher education institutions have failed to recognize the importance of the ERP
system [6]. This is because there are very few successful implementations and adop-
tions of these applications, for example, in Australia, a recent study in 2020 found
few institutions successfully implemented ERP system projects [7].

4 The Research Methodology

The study uses the qualitative research design to assess the impact of the higher
education ERP systems in “digital” transformation of supply chain management
processes. According to Rizkiana et al. [8], the qualitative method is a naturalistic
research approach that employs a triangulation (combined) data collecting strategy
with the researcher as the essential instrument.

4.1 Data Collection

The study uses the desktop research approach where we collected sources from the
search engines to gather the existing journals or the work of other researchers to gain
information that is relevant to our topic such as google search, DUT library search,
google scholar, blogs, and any other online tracking tools.
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4.2 Data Analysis

In this study, we reviewed the existing papers to identify gaps in the field, used the
relevant information to build up our research, and achieved our research objectives. It
involves discovering relevant patterns, pulling meaning from data, and establishing a
logical chain of evidence—i.e., understanding how information is stored, processed,
and interpreted.

4.3 Proposed Methodology to Improve ERP System of SCM
Integration in Higher Education

Table 1 provides a detailed explanation of our prototype; ERP SCM integration
(Fig. 1).

5 Business Process Integration

ERP is a system that can support several functions and merge them into a single
database such as human resources, supply chain management, customer relation-
ship management, finance, manufacturing functions, and warehouse management
functions [8].

5.1 Evaluation of ERP System in Higher Education to Meet
Business Processes

This study indicates that ERP is not simply an application but also a collection of
other fundamental methodological issues.

Table 2 illustrates what is covered or/and not by the ERP solution for higher
education [11].

5.2 How Does the ERP System Improves Supply Chain
Management Processes?

ERP software can generate a bill of materials for all goods, track resources, and
shipping paperwork and keep track of any last-minute modifications, this reduces
“human mistake” and allows for speedier manufacturing, and ERP systems may
help with packing procedures and quality inspections, as well as data management
for customer shipments and invoicing [12] (Fig. 2).
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Table 1 ERP SAP supply chain management integration [9]

University ERP system development Supply chain management

1. Present a clear vision
Management needs to have a
clear vison in terms of how to
integrate their business
processes into digital
transformation in support of
our higher education. It is
critical to communicate a clear
vision of what the digital
transformation will do for
supply chain now and the
future

1. Design principles:
Clear principles must be
configured on the system with
the aim to automate the
business processes according
to policies and producers
implemented by management

1. Student registration forms:
Higher education must insert
parameters for students to fill
out the forms online without
any manual interference and
must be easy to use

2. Roles and capabilities:
Clear roles must be delegated
to proficient users to take these
new technologies and embrace
it, to the advantage of higher
education

2. Standard user interface:
The higher education must
provide specifications that are
clear and suite the business
processes of supply chain
management

2. Procurement processes:
Automated requests of goods
and services, sourcing of
quotations, creation of
purchase orders, instruction on
deliver terms and invoicing

3. Change management:
Awareness must be conducted
for staff to adapt to the new
change by gradually
introducing the new ERP
system in procurement of
goods and services. Also, an
on-going training is necessary

3. Feasibility study:
The study must be conducted
to understand the compactible
modules to be used to
improve the processes of
supply chain management

3. Market user interface:
The higher education must link
their systems with the market
related prices for demand
management and supply of
goods and services. This
section will avoid price fixing
and bid rigging as the system
with reject over pricing and
projects exceed the final
budget

4. ICT Steering Committee:
Higher education needs to
have a strong ICT committee
to deal and assess every system
procured by the organization
with aim of value for money
and return on investment. The
committee must lead in the
implementation of projects

4. Integrated processes:
Seamless integration is
required to ensure that the
system is compactible to work
with other systems within the
organization

4. Online payment:
All purchase orders must be
paid after comparing the
invoice against the order in the
system, and the system must
provide a proof of all goods
delivered. Payment must be
made as per two authentication
signatories

5.3 Digital Transformation in Supply Chain Management
Processes

Companies with greater end-to-end visibility into the complexity of their supply
chains and logistics operations, as well as digitally transformative processes and
systems, provide accurate, timely, and incomplete access and transparency to events
and data for transaction, content, and related supply chain information, both within
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University
1. Present a clear Vision.
2. Roles and Capabilities.
3. Change Management.
4. ICT Steering Committee

ERP System Development
1. Design principles.
2. Standard use interface.
3. Feasibility study.
4. Intergrate processes

Supply Chain Management 
1. Student registration forms.
2. Procurement process.
3. Market user interface 
4. Online Payment 

Fig. 1 Proposed methodology to improve ERP System of SCM Integration in higher education
[10]

and across organizations, and support the effective planning and execution of supply
chain operations [13].

Supply chain management in “digital” transformation is more than just deploying
new technology; it is about leveraging new technologies to radically change how
your company runs and provides value to its customers, potential benefits of a fully
realized digital supply chain include savings across the board, such as reduced time,
resources, money, and environmental footprint [14].

5.4 Advantages and Disadvantages of Using ERP Solutions
in SCM Processes

The advantages of employing ERP solutions in SCM processes to improve the
functions implemented by the institution of high education as listed below:

• ERP functional modules all serve various business functions, but the most
beneficial system feature for supply chains is unquestionably simple integration.

• Provides business with automation of purchasing product or services with a strong
competitive advantage.

• Embrace the new technologies that are coming to the market and meet customer
needs.
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Table 2 illustrates solutions covered or/and not covered by the ERP systems

Seq. Item Description Tasks covered
by ERP

Tasks NOT
covered by ERP

Impact factor%

1 Strategy Vision, mission,
strategic,
objective, goals

No Yes 15

2 Business Corporate
policies,
operating model,
business process,
bylaws
important

No Yes 10

3 Data structure Data models:
conceptual,
logical, and
physical

Yes Yes 10

4 ERP application Application
software pool of
data and
knowledge

Yes No 35

5 Workforce Employee
assessment

No Yes 5

6 Facilities IT infrastructure assessment

Clients
Network
Storage
Application
Data
Security
Change
Project
management
IT
administration

No
No
No
Yes
Yes
No
No
No
No

Yes
Yes
Yes
No
No
Yes
Yes
Yes
Yes

7 Services SLA/SLM
“service level
management” to
secure the
corporate
investments

No Yes 10

8 Training On-going
training plan for
the whole staff in
different levels

No Yes N/A
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Fig. 2 Image illustrates the
ERP system enhancing the
SCM processes [12]

Disadvantages of using the ERP solution in the SCM processes are listed below:

• ERP solution failure to be compatible with the business processes and complicate
the functions of the organizations.

• Businesses need to adapt on the EPR solution which results the EPR system not
in compliance with the company’s policies, procedures, laws, and regulations.

• ERP systems are not fully utilized due to the fact that they become more complex
to the users.

• Business do not have the owning rights toward their information archived to ERP
solutions.

6 Results and Discussion

The findings of our study are based on the research questions which will inform our
recommendation and conclusion. There have been several good studies that address
strategic planning concerns, when evaluating a stymied or failed ERP installation and
determining the factors that caused it to fail. Frequently, the university administration
will determine that the program does not work or is too complicated to apply in their
specific setting [15].

Table 2 indicates that the organizations purchase ERP solutions for the sake of
buying it but not utilizing for its full capacity. The current corporate ERP systems
offer a distinct set of features that range dramatically from the academic functionality
required by higher education institutions, which are not compactible from the busi-
ness processes employed by higher education as a result ERP for higher education
does not specially address academic functions; therefore, ERP for higher education
should begin with the organization structure, which includes strategy/policy, data
flow, business process structure, and academic functions.

ERP system improvements in supply chain management lack features that
prevents improper behaviors’ such as price rigging, specification fixing by end
users, and collusion between suppliers and administrators for personal gain or fraud,
resulting in organizations losing a lot ofmoneydue to poor supply chainmanagement,
and the ERP system does not cover all of that.
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Another issue of digitalizing the supply chain process is poor of technical support
within the organization as the EPR system applications are outsourced and results
the higher education incur excessive expenditure due to lack of capacity skills. In this
study, we also discovered that almost all organizations do not have full ownership
of their data communicated in the ERP system because they do not have all of the
system’s rights, saved by the service providers in case where the organizations failed
to pay their monthly subscriptions.

7 Recommendations and Conclusions

Based on our conclusion for this study, we should not underestimate the significance
and quick expansion of digital revolution in higher education. In our literature review,
it emphasized that the ERP systems have been employed by the biggest corporations
worldwide, but the higher education has failed to recognize its importance; therefore,
this study developed the methodology which present a clear strategy that need to be
employed to improve ERP systems of SCM integration in higher education.

The methodology applied addressed the findings identified on the study, which
shows that the ERP systems play a huge role in the development of transforming in
supply chain management systems, and even though the implementation of the ERP
systems has encountered some challenges such as features that are not compatible
to the business processes and issue of non-compliance with the company’s poli-
cies, laws, and regulations. Universities should define clear vision and goals in
deploying ERP systems to achieve seamless integration and improve supplier chain
management processes.
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Reduced Complexity Iterative LDPC
Decoding Technique for Weak
Atmospheric Turbulence Optical
Communication Link

Albashir A. Youssef

Abstract In recent years, much research has been done on free-space optical com-
munication (FSO). The unregulated spectrum, low implementation costs, and robust
security of FSO systems are some of the reasons for this consideration. However, the
fundamental limitation with FSO links is atmospheric turbulence (AT). Random phe-
nomena are the best characteristic by turbulence of atmosphere caused by changes
in the air’s refractive index over time. Channel coding is one of the possible solu-
tions for mitigating such FSO channel impairments as the low-density parity check
(LDPC) code. In this article, the implementation efficient reliability ratio weighted
bit flipping (IERRWBF), the modified IERRWBF (MIERRWBF), and weighted bit
flipping (WBF) techniques are compared and evaluated against FSO atmospheric
turbulence channels. The results show an impressive improvement of the coded FSO
system by employing theMIERRWBF technique compared to the uncoded one from
the point of all considered comparison parameters.

Keywords FSO · WBF · LDPC

1 Introduction

Optical carriers make it possible to explore new opportunities in wireless commu-
nications still not explored yet. Integrating electromagnetic waves-based wireless
communication systems with optical carriers with. It will have a significant impose
on enabling supporting future-generation heterogeneous wireless communications.
It will support an expanded range of applications and services.

FSO systems employment still imposed various limitations. These significant
issues are turbulence due to the atmosphere, attenuation impacts due to weather,
and geometric losses. The laser beam scintillation is due to atmospheric turbulence
caused by the refractive index differences in atmosphere. The pressure, temperature,
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and wind variations are the leading causes of these differences [14]. Modeling of
turbulence of atmosphere is performed by statistical models that suit the experimen-
tal results. Taking into account, model of log-normal [17] for weak turbulence of
atmosphere regime. The turbulence due to atmosphere and weather conditions atten-
uation due to dust, rain, fog, snow, and haze causing fading to lead to a considerable
influence on performance of the optical system [1, 4].

Various modulation techniques are maintained in FSO systems for minimizing
atmospheric turbulence consequences according to energy or spectral efficiencies and
non-coherent or coherent detection. The considerable typical techniques are on-off
keying (OOK) [10], pulse position modulation (PPM) [24], pulse width modulation
(PWM) [5], multiple PPM (MPPM) [23], binary phase-shift keying (BPSK) [15],
space shift keying [12], and digital pulse interval modulation (DPIM) [9]. A new
multipoint-to-multipoint signal-space diversity (SSD) cooperative FSO scheme is
delineated and investigated under log-normal and gamma–gamma channel models
for various users utilizing variant levels of modulation [12]. In [21], various modula-
tion scheme performances (combined or not combined with space diversity reception
technique (SDRT)) employed in systems of FSO are investigated.

The error control coding techniques are the most promising mitigating processes
for the atmospheric turbulences of FSO channels. In [18], polar codes are analyzed
for their performance for selecting the excellent rate of the code needed to reach
a 10−9 bit error rate at weak atmospheric turbulence. Also, in [7], polar codes are
introduced and compared to low-density parity check (LDPC) codes. According to
maintained simulation results, LDPC codes achieve lower BER than polar codes.
Authors in [11] assess uncoded and coded FSO communication system performance
as they utilize Bose Chaudhuri Hocquenghem (BCH) and LDPC codes. The study
performed in [2] shows that using a dynamically adjusted log-likelihood ratio (LLR)
technique is characterized as a soft decision technique. Soft decision techniques
are known for their impressive coding gain performance, while their complexity is
immense.

As most recent published works concentrate on soft decision LDPC decoding
techniques as the best candidate for FSO channels. In [25], more enhanced hard
decision techniques are proposed for enhancing FSO channels performance and
perform close to soft decision ones. The techniques introduced in this study are
weighed bit filliping (WBF) and implementation efficient reliability ratio weighed
bit filliping (IERRWBF). The latter one performed better than WBF against weak
and moderate atmospheric turbulence.

Further improvement is required for the atmospheric turbulence channels, so a
more enhanced hard LDPC decoding technique which is proposed in this paper is
MIERRWBF. It lowers the complexity of the whole FSO coding system.

However, to the author’s knowledge, no recent attempts in recently published
works concern recently proposed LDPC decoding techniques such as MIERRWBF
for enhancing the FSO atmospheric turbulent channels. Also, the Monte Carlo simu-
lation results for the recently proposed technique results in impressive enhancement
in the coded FSO communication system compared with other techniques from com-
plexity.
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The organization of the paper is as following: Sect. 2 showsmodel of the proposed
system. Section 3, the FSO channel model is presented. In Sect. 4, techniques of
LDPC encoding and decoding are illustrated. Simulation results are shown in Sect. 5.
Conclusion is illustrated in Sect. 6.

2 Proposed System Model of FSO Communication

As presented in Fig. 1, the systemmodel proposed for FSO communication illustrates
that the binary source data will be LDPC coded and mapped by the on-off keying
technique. The resultant electrical circuit will be transformed into an optical beam
using the photodiode on the transmitter side. The optical beam transmitted will be
exposed to weather attenuation causing turbulence of atmosphere and path losses.
The analytical expression of electrical signal r(t) received is

r(t) = y(t) η I + n(t), (1)

I = β Ioh, (2)

So, y(t) is the electrical signal transmitted, η represents responsively of detector,
n(t) is the additive white Gaussian noise (AWGN) which has σ 2

n (variance) equal to
No/2 and zeromean, and I is the signal’s received intensitywhich is illustrated by [3].

3 Weak Atmospheric Turbulence FSO Channel Model

A mathematical channel model has been proposed to specify turbulence of atmo-
sphere for weak case. The channel model is delighnated by its probability density
function (pdf) which is shown in Eq. 3 [19].

fhi (hi ) = 1

hi
√
8πσ 2

exp

(
− (ln(hi ) − 2μ)2

8σ 2

)
, (3)
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Fig. 1 Proposed FSO system model
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as the coefficient of channel is hi = exp (2Z) characterized by Z being an indepen-
dent and identically distributed (i.i.d.) Gaussian random variable (RV) with mean μ,
standard deviationσ , and varianceσ 2. For ensuring that the fading channel not causes
attenuate or amplifies the average power, the fading coefficients are normalized as
E[hi 2] = e2(μ+σ 2) = 1.

4 Techniques of LDPC Encoding and Decoding

4.1 Encoding of LDPC

The LDPC codes construction mainly relies on a parity check matrix characterized
by sparseness features. So, an efficient encoding procedure proposed in [20] is main-
tained using the parity check matrix, which will be applied as an alternative for
converting the matrix of parity check into a generator matrix, which does not affect
its feature of sparseness associated with H matrix. It will causing extra complexity
in encoding [20]. The outcome of this process is an exact matrix shape with lower
triangular as appears in Fig. 2.

4.2 LDPC Decoding Techniques

There are three types of LDPC decoding techniques. First category concerns tech-
niques with hard decision. The second category is the soft decision techniques char-
acterized by immense complexity with impressive BER. Finally, the third category
is the hybrid decoding techniques which compromise between lower complexity of
hard ones and outstanding BER performance of soft ones.

Fig. 2 Lower triangular
form

n - m m - g

n

m
-g X Y

Z

T

1
1

1

1

0

g

g

m

O Q



Reduced Complexity Iterative LDPC Decoding Technique for Weak . . . 429

4.3 LDPC Hard Decision Decoding Techniques

Weighted Bit Flipping (WBF) The WBF technique is proposed in [26]. It seeks to
improve the error correction ability of the decoding technique termed byBF proposed
in [8] by retaining the good correct ability for the data symbols in its decisions of
decoding. Therefore, the additional complexity of decoding is obligatory to reach
enhancement in performance.

The WBF decoding starts by recognizing considerably inaccurate variable nodes
linked to every check node. This step is defined by following equation:

| ynmin |= {min | yn |: n ∈ N (m)} (4)

as the nmin represents the index of the lesser soft value of variable nodes linked to
the check node m.

The minimum absolute component in the sequence received is calculated which
is | yn |, characterizing the reliability calculation of message received [26]. Since
the binary counterpart bn to yn as its soft value with formidable reliability | yn |. It
is binary digit bn which is leveled up. The determination of error-term En for each
variable node is expressed by

En =
∑

m∈M(n)

(2sm − 1) | ynmin | (5)

as the syndrome associated bit sm linked to m check node. The En represents the
weight checksum which is connected to the n code bit. The procedure of the WBF
technique is thoroughly explained in Table 1.

Implementation Efficient Reliability Ratio Weighted Bit Flipping (IERRWBF)
It is observed that theRRWBFproposed technique by [6] consumes lots of operations,
so a vital modification is performed to minmize the RRWBF technique complexity
and keep the improvement in BER over the WBF technique. So a lower complexity
calculation term is proposed in [16]. This term target lessening the decoding time
consumed in the RRWBF technique is proposed by using Tm instead of the reliability
ratio factor:

Table 1 Steps of WBF decoding

Step 1 If s = z HT results in all are zero, halt the decoding

Step 2 Calculate En according to (5), for 1 ≤ n ≤ N

Step 3 Distinguish the bit position n where En is the largest

Step 4 Flip the hard decision of yn represented by zn
Step 5 Steps 1–4 will be repeated as far as all the parity check equations are satisfied, or

a pre-set maximum number of iterations is achieved
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Fig. 3 Three entry
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Tm =
∑

n∈N (m)

| yn | (6)

also calculation of En as follows:

En = 1

| yn |
∑

m∈M(n)

(2sm − 1)Tm (7)

Modified Implementation Efficient Reliability Ratio Weighted Bit Flipping
(MIERRWBF) The main shortcoming of the latter iterative decoders is the expendi-
ture of the extended time in the decoding process, especially at the variable node and
check node steps without any additional enhancement in BER [27]. The decoding
technique IERRWBf proposed in [16] suffers from this primary concern.

The technique termed MIERRWBF proposed In [27] added a decision step to
figure out situations illustrated in the last section and restrict the loop of iterations
by selecting either proceeding with decoding or termination loop of iteration results
in enhanced decoded word. The phenomena of oscillation examined in the last para-
graph are demonstrated in Fig. 3 for additional clarification.

4.4 Soft Decision LDPC Decoding Techniques

Min-Sum Technique Techniques with the soft decision are extracted from the pro-
posed technique in [8] termedbybelief propagation (BP) technique. These techniques
are distinguished by complexity of O(2Mρ + 4Nγ ) for each decoding iteration [13].
Decoding techniques with lessening complexity are extracted from the BP technique,
which is the min-sum technique proposed in [13]. The procedure of min-sum decod-
ing is illustrated in Table 2.

5 Simulation Results

Results of simulation are shown in this section to validate the derived analysis in this
paper and prove improvement due to operating recently proposed decoding technique
termed by MIERRWBF. In all conducted analyzes, the following parameters are
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Table 2 Steps of min-sum decoding

Step 1 If s = z HT results in all are zero, decoding will be halted

Step 2 Initialization Fn = 4
No

yn where No is spectral noise power density

Step 3 Horizontal step computed by: Lmn ≈ ∏
n′∈N (m)n̄ sgn(zmn).minn′∈N (m)n̄ | zmn′ |

Step 4 Vertical step computed by : zmn = Fn + ∑
m′∈M(n)m̄ Lm′n

Step 5 For binary format conversion: zn = Fn + ∑
m′∈M(n) Lm′n

Step 6 Syndrome s = z HT = 0 stop decoding

Table 3 System configuration [22]

Parameter Symbol Value

Wavelength λ 1550 nm

Receiver diameter DR 0.2 m

Transmitter diameter DT 0.2 m

Divergence angle θT 2 mrad

Separation between the source
and the destination

L 1 km

Coefficient of attenuation α 0.43 dB/km

Jitter standard deviation σs 0.3 m

Beam waist wz 2 m

Pointing error parameter ξ 3.3377

Refractive index constant
(weak atmospheric turbulence)

C2
n 0.5 × 10−14 m−2/3

considered in the maintained simulation in this paper. The BER targeted for FSO
channels is 10−6, α = 0.43 dB/km, λ = 1550 nm, � = 1000 m, for conditions of clear
weather and strong sunlight conditions. In simulation results, for each Eb/No107 bits
are transmitted. The utilized parameters in the results of simulation are demonstrated
in Table 3.

In Fig. 4, BER is compared for recently proposed techniques and other published
techniques concerning enhancing the BER of FSO weak atmospheric turbulence
channel. As delineated in Fig. 4, the MIERRWBF achieves the same BER levels
as the IERRWBF technique at all maintained Eb/Nos. Besides, it gets close to the
soft decision technique termed a min-sum technique characterized by superior BER
performance.

Another factor for evaluating the LDPC decoding techniques over FSO atmo-
spheric turbulent channels is the average iterations number consumed by each
decoder. According to Fig. 5, the average iterations number versus Eb/No is inter-
preted for weak atmospheric turbulence channel. It is noticed that the required aver-
age iterations number belonging to MIERRWBF techniques reached the bottom of
the number of iterations compared to other techniques under study, especially at the
Eb/Nos from 8 to 10 dB.
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Fig. 4 BER comparison
between LDPC decoding
techniques for proposed
system
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The decoding computation time for all maintained techniques is compared along
weak atmospheric turbulence channel. Fig. 6 shows the comparison between all
maintained LDPC decoders from the point of decoding computation time over the
weak atmospheric turbulence channel. In Fig. 6, it is observed that the lowest level of
decoding computation time belongs toMIERRWBFcompared to other techniques all
over the Eb/Nos, saving the wasted computation time at other techniques discussed
in the later paragraphs due to its successful stopping criterion illustrated in the later
sections.
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Fig. 6 Decoding
computation time
comparison between LDPC
decoding techniques for
proposed system
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proposed system
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The resultant average throughput is a crucial parameter in evaluatingLDPCdecod-
ing techniques against FSO atmospheric turbulence channels. The average through-
put comparison for LDPC decoding techniques under study at weak atmospheric
turbulence channel is presented in Fig. 7. At Eb/No = 11 to 13 dB, the MIERRWBF
technique reached the highest average throughput over all maintained technique.
This variation is due to the variant performance of the weak atmospheric turbulence
channel. The average throughput at the same turbulent channel all techniques under
study saturated by the same average throughput value exactly from Eb/No = 8 to 10
dB. The IERRWBF technique maintained the lowest average throughput at most of
Eb/Nos.
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Convergence is a vital parameter that concerns iterative decoding techniques eval-
uation. It is noticed from Fig. 8 that MIERRWBF achieved the fastest convergence
at channel of weak atmospheric FSO turbulence . The BER of the weak atmospheric
had the lowest converged BER, approximately 4 × 10−5.

6 Conclusion

This paper evaluates various LDPC decoding techniques in a weak atmospheric tur-
bulence channel of FSO communication systems. LDPC decoding techniques have
three decision categories: hard, soft, and hybrid; all are considered in this evaluation
to select the best suited FSO atmospheric turbulence channel. The evaluated per-
formance considers crucial parameters for comparing LDPC decoders performance
metrics are based on BER, the average iterations number, convergence, decoding
computation time, and average throughput. The weak atmospheric turbulence chan-
nel model is considered in this evaluation. The MIERRWBF technique maintains
impressive performance against all evaluation parameters considered in this work.
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Optimization Techniques of DFIG
Controller Design for Performance
Intensification of Wind Power
Conversion Systems
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Abstract This paper illustrates the optimization techniques of DFIG controller
design for performance intensification of the wind power conversion system. The
DFIGs are employed in wind energy conversion systems (WECSs) due to robustness
toward changeable wind and rotor speed. DFIG kept the adaptable property since
the system parameters are allocated with, including real, reactive power, DC-link
voltage, and transient and dynamic responses. The analysis becomesmore prominent
during any unusual condition in the electrical power generation system. Therefore,
the improvement in the system parameters for steady state and transient response
performance of DFIG are required that can be accomplished using some controlling
techniques. For fulfilling the task, the present work implements and compares the
optimization methods for the design of the DFIG controller for WECS. The bio-
inspired optimization techniques are applied to get the optimal controller design
parameters for DFIG-based WECS. The optimized DFIG controllers are then used
to repossess the transient response performance of the six-order DFIG model with
a step input. The results using MATLAB/Simulink show that the firefly algorithm
(FFA) over other control techniques has best performance as compared with the other
controller design methods.
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1 Introduction

The demand of the electrical power is necessary for accomplishing to the advance-
ment of all the countries. Renewable energy sources take over the traditional sources
of generation of electrical power. The prime causes to utilize renewable power are the
depletion of earth’s energy resources and greenhouse gas emissions (GHG) [1–3].
Wind power generation is most important favorable objective of the modern renew-
able energy systems. It is pure and sufficient to produce no GHGs, which makes it
is a fast-growing resource [4, 5]. The global universal aggregate capacity of wind
power was 496 GW in 2017, whereas in 2018 it is 597 GW [6]. Extraction of wind
energy is sperformed done through aWECS; Fig. 1 describes a simplified diagram of
WECS based on the DFIG. This DFIG system is associated with a dynamic voltage
restorer (DVR) for fragility of the controller, which is presented in Fig. 1 [7, 8]. The
FFA-based controller has the best performance in the comparative study of all the
designed controllers. For the robustness against the grid faults [9], DVR compen-
sates for the fault line voltage and fulfills grid requirement to the DFIG system for
normal working from any distributed load in the grid. According to the speed control
norm,WECS are two types, i.e., permanent and variable speed. For efficiency seizing
and maximum power, a variable velocity WECS is implemented. The wind speed is
volatile, and to deal with it, a DFIG is working that constitutes a wound rotor induc-
tion generator (WRIG). The advantages of DFIGs are pointed out in Table 1. DFIG
performs in sub, super, and synchronous modes corresponding rotor velocity. The
working approaches of DFIG are accountable to real power (P), reactive power (Q)
direction, at grid frequency bymeans of invariableDC-link voltage [10]. TheDC-link
voltage, real power, reactive power, transient operation, and dynamical performance
are described in [11–14]. So it becomes obligatory to extend the control schemes
intended for WECS based on DFIG. Simultaneously system parameters’ dynamic as
well as transient performances are in limits, which is helpful to investigate.

Fig. 1 Schematic diagram of WECS

Table 1 FFA-based
controller gain Controller gains KP K I KD

FFA-based 14.9800 139.9345 0.0009
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The super-twisting conventional sliding mode control (SMC) and PI controllers
are used to improve the dynamic performances and aerodynamic torque for WECS
[15–17]. TheH∞ and SMC controller are utilized for the duration of the voltage dip
[18]. The functions of H∞ have been observed in [19, 20], which describe how the
proposed controller solves the mathematical optimization problems. To the fast grid
synchronization and maximum power point tracking (MPPT), multi-objective based
model predictive control (MPC) is applied in the WECS-based DFIG. The papers
discussed previously could not be able to develop a comparative analysis of DFIG-
based WECS controller design using bio-inspired or other control techniques. In
this regard, this work describes optimization techniques to obtain optimal controller
design for the DFIG-based WECSs.

The prime contributions of this manuscript are follows.

(i) A short learning on DFIG-based WECS to analyze the reactive power, active
power, DC-link voltage, and step response of six-order DFIG model.

(ii) With accomplishment of static output feedback (SOF), bacterial foraging opti-
mization (BFO), particle swarm optimization (PSO), firefly algorithm (FFA),
genetic algorithm (GA), and differential evolutionary algorithm (DE) to achieve
the optimization of the parameters of the WECS controller.

(iii) Assessment of the output responses to get enhanced method. The experimental
results of FFA are better in this manuscript.

The comprehensive organization of the remaining manuscript is as follows. A
brief study on WECS is illustrated in Sect. 2. DFIG controller design methodolo-
gies such as PSO, FFA, GA, BFO, and DE are discussed briefly in Sect. 3. Results
with discussions are well given in Sect. 4. Lastly, the manuscript is finished with
conclusion aspects in Sect. 5.

2 Wind Energy Conversion System (WECS)

As the name suggests, WECS is an energy conversion system. By this wind energy
is converted into mechanical energy, and then, mechanical energy is converted into
electrical power. The system arrangement is illustrated in Fig. 1. The governing
mechanical power output of a WECS is described in expression (1). WECS consists
of WT, gearbox, generator, voltage source converters, and a power transformer. A
DFIG as a generator is the primary concern of this paper, and hence, it is elaborated
on in subsequent subsections.

Pm = 1

2
ρArv

3Cp(λ, β) (1)

Pm Mechanical energy collected from the rotor of WT,
ρ Density of air (kg per m3),
Ar Swept area enclosed by WT blade (m2) = π .R2,
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R Radius of WT blades (m),
Cp Performance improvement coefficient,
β Pitch angle,

The tip’s ratio of speed: λ = Rωr

v

ωr Rotational speed of wind turbine,
V velocity of wind.

3 DFIG Controller Design Techniques

Electric grid control is a significant part of an electrical power network operator, and
it gets supplementary significant when refers to DFIG-based WT [20]. Wind speed
deviation is noticeable, and the uncertain consumers’ load is required to be controlled
appropriately. A number of researches have been accomplished in building rugged
and fully controllable DFIG-based WT integrated electrical grids. For optimum
controller design, some optimization methods are utilized [19, 20]. Then six-order
DFIG transfer function model is used to study the transient behavior parameters as
given in Eq. (2). A six-order transfer function is used in this manuscript. As the
mathematical modeling of the DFIG has, electric grid control is a significant part
of an electrical power network operator. This gets additional momentous when it
refers to DFIG-based power generation. The mathematical modeling of the DFIG
has 6×6 state-space model matrix. The supervisory PID controller is well compared
with various methods to ensure steady-state performances, such as zero steady-state
error and state-space model matrix. The supervisory PID controller is well compared
with various methods to ensure steady-state performances, such as zero steady-state
error [18–20].

T.F. = [0.000324S6 − 1.75S5 − 2366S4 + 7.9 × 106S3

+ 7.5 × 109S2 + 5 × 1012S + 2.18 × 1014]/
[S6 + 2340S5 + 8.67 × 106S4 + 4.79 × 109S3

+ 2.7 × 1012S2 + 1.27 × 1014S + 9.6 × 1014] (2)

3.1 Static Output Feedback (SOF)

Formaking the system stable, numerous controller design techniques are available. A
SOF technique is the one thatmakes the systemglobally stable. It is required to obtain
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the adequate condition for the existence of SOF gains. For this, the focal contribution
consists in providing adequate fresh conditions. The design of the SOF controller
[20] is dependent on linear matrix inequality (LMI). LMI conditions are resulting for
the SOF controller, which ensures the H∞ performance and pole placement in the
LMI contour. The designed SOF-based controller is implemented in DFIG system
model for performance analysis.

3.2 Particle Swarm Optimization (PSO)

The technique is a new sequential computational scheme since 1995.ByPSOscheme,
the comprehensive solution is enhanced iteratively under some specified constraints.
The PSO algorithmic flowchart is publicized in [20]. The PID controller gain is
resulting by the fitness function of PSO, and this fitness function is implemented
in the sixth-order DFIG model which results in the best fittest solution. PSO has
optimization tool associated with swarm behavior, which depends on fish schooling
or bird flocking behavior for supervising the particles to get the global best solu-
tions. Its working methodology is accredited to the birds’ flocking action. Posi-
tions of bacteria are shown, which move in clockwise and anticlockwise direc-
tions. The designed PSO-based controller is implemented in DFIG system model
for performance analysis.

3.3 Bacterial Foraging Optimization (BFO)

The impression and brief description for algorithmic features-based bacterial
foraging optimization (BFO) are illustrated in [19]. It combines bacteria and swarm’s
optimization such as bacteria chemotaxis, swarming, reproduction, in addition to
elimination along with dispersal algorithm, respectively. It is motivated through the
foraging activity of group bacteria, especially E. coli and M. Xanthus. The BFO is
encouraged by the bacteria’s chemotaxis response. However, the BFO algorithmic
procedure as a flowchart and a graphical representation of swim as well as tumble
for a bacterium is shown in [20]. The designed BFO-based controller is implemented
in DFIG system model for performance analysis.

3.4 Genetic Algorithm (GA)

It is known that the optimization studies are divided into constrained and uncon-
strained problems. These problems are mainly based on the biological evolution
process. The GA frequently updates the population of particular solutions. The indi-
viduals are selected randomly byGAat each step. The selected individuals are treated
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like parents, who are used to developing their children for upcoming steps or genera-
tions. By doing these successive generations, the population involves, and an optimal
solution is obtained. The overall algorithm is described in [20]. The algorithm shows
that the selection, combination, and mutation (SCM) are the main fitness assessment
process. The designed GAO-based controller is implemented in DFIG systemmodel
for performance analysis.

3.5 Differential Evolutionary (DE)

DE is a meta-heuristic technique and uses the solution as the GA. DE is also a
population-based algorithm as GA, which uses similar operators, as GA. This evolu-
tionary method iteratively achieves an optimized solution. It has the property of
convergence, obtaining global minima, and utilizing a few controlling parameters.
The optimized solution is obtained by sustaining a population candidate’s solution
and creating a new candidate solution with active joins ones, as shown in [19, 20].
Thus, the problem is considered a black box that hardly provides the measured
quality for a particular candidate solution. The designed DEO-based controller is
implemented in DFIG system model for performance analysis.

3.6 Fire Fly Algorithm (FFA)

This algorithm is developed as a meta-heuristic, swarm intelligence, and naturally
motivating technique. FFA works on a firefly’s flashing behavior to attract partners,
warning signal for predators, and establish communication among other flies. Its
fitness function is dependent on the flashing intensity. The intensity is inversely
proportional to the area of illumination. The mathematics shown below is utilized
in determining an efficient, optimized solution. The flowchart of this algorithm is
demonstrated in Fig. 2 which is implemented in this paper. FFA is a nature-inspired
algorithm, which is based on the flashing light behavior of fireflies.

There are three rules for FFA, which are described below.

1. All fire flies are unisex and move toward brighter ones for their sex.
2. The firefly brightness is directly proportional to the degree of their of attraction,

that decreases the distances from the other fire flies.
3. The attractive firefly moves randomly.

For optimization assessment, the fitness function is allied with the flashing light
fitness function to get proficient optimal solutions. For searching solutions, the
fireflies utilized two primary procedures that are: (i) Attractiveness (ii) Movement.

(i) Attractiveness: The attractiveness function of a firefly is associated with
monotonically decreasing function as described in the following Eq. (3)
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Begin 

Population initialization of Firefly 

Use of objective for the assessment of the fitness function 

Updating of the fitness function which has the light intensity of firefly

Ranking of fireflies to renovate the positions 

Is maximal Iteration

Results

Fig. 2 Flowchart of the FA-based controller design

β(r) = β0e
−γ rm ; m ≥ 1, (3)

In this equation, r = distance measured between any two adjacent fireflies, β0 =
starting attractiveness of fireflies at r = 0, and γ = absorption parameter that controls
the decrease of the light intensity. The distance r between any two ith and jth fireflies
at position xi and xj, correspondingly, can be determined as an Euclidean or Cartesian
as described in Eq. (4).

ri j =
√
√
√
√

d
∑

k=1

[

xi,k − x j,k
]2

(4)

where xi,k = kth spatial coordinate component xi of the ith firefly, and d is the number
of the dimension.

(ii) Movement: Equation (5) gives the movement description of a firefly; i is
seduction by a brighter firefly j.

xi =
[

xi +
{

β0 × e−λr2i, j
}

× (x j − xi ) + α

(

rand − 1

2

)]

(5)

Here, the primary term is the latest position of a firefly, and the second time is used
for taking into consideration of the firefly’s attractiveness toward the light intensity
observed by adjoining fireflies.Moreover, the third term in the above equation is used
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for the arbitrary movement of a firefly. The parameter randomization is described
by a coefficient and resolute by the difficulty of interest, whereas rand is a random
numeral generator, which is uniformly distributed in the space [0,1]. Firefly algorithm
for controller design is given below.

Step I: Initialize algorithm parameters,

Step II: For objective function f (x) definition, where x = (x1, x2, x3, … xd)T,

Step III: For initial generation of population of fireflies or xi (i = 1, 2…, n),

Step IV: For determination of the light intensity of I i at xi via f (xi),

Step V: While (t < maximum generation) for I = 1, 2, 3, 4… up to n, (all n fireflies),

For j = 1, 2, 3, 4… up to n, (n is number of fireflies) if (I j > I i), move firefly i toward
j; end,

Step VI: If attractiveness varies with distance r via e−λr2 ,

Step VII: Compute new solution(s) and update intensity of light; End for j; End for
i,

Step VIII: To give rank to fireflies and find the latest favorable result; End while,

Step IX: Post phenomenon/process results and visualization,

Step X: End the procedure.
The chosen fitness functions is described in equation (6)

F = (1 − e−6)(Mp + Ess) + e−6(Ts − Tr) (6)

where MP = Peak overshoot, F = Fitness function, Ess = Steady-state error, T r =
Rise time, T s = Settling time, and β = Scaling factor, which depends on the choice
of the architect. For such case design, scaling factor β = 1. TheMATLAB library has
to define the PID parameters as a fitness function as values of input, and it returns
the PID-based controlled model’s fitness value as its output. The assumed fitness
function is given in equation (7).

Function(F) = fitness[KD, KP, KI] (7)

The PID parameters are the fitness function of the input and return the calculated
fitness function value for different cases. Themain objective is tominimize the fitness
function as possible by associating other values of PID parameters.

Now, the controller gains for SOF, PSO, BFO, GA as well as DE-based have been
shown in Table 2.
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Table 2 Controller gains for
various controller design
techniques

Controller design techniques KP K I KD

PID reference 0.4635 6.7122 0.0009

SOF-based 0.0814 4.6647 0.0037

PSO-based 39.9781 7.6902 0.0271

BFO-based 0.1417 0.1472 0.1005

DE-based 4.7269 137.9634 0.0088

GA-based 0.7270 102.4343 0.0023

4 Results and Discussion

The detailed model of 9 MW WF with variable speed WT and associated DFIG is
described in Sect. 4. The DFIG output waveforms and DFIG sixth-order T.F. system
model transient response for the SOF, PSO, BFO, GA, and DE-based controller
are shown in Figs. 3a–c and 4a, b. Transient performance parameters for various
controller design techniques are shown in Table 3.

It is illustrated in Fig. 3a–c that the outputs that DFIG waveforms are enhanced
positively by utilizing the FFA technique over all other optimization techniques. On
the other hand, Fig. 4a, b andTable 3 depict that FFA-based design controller transient
performance in terms of rise time, peak time, overshoot, settling time, undershoot,
and peak value have been more optimized and improved.

Now, comparing various control techniques is implemented onMATLABR2017b
using Simulink. Tables 1, 2, and 3 show the comparative analysis. Tables depict
controller gain values and performance parameters by the implemented controller

Fig. 3 a Active power comparison of all methods. b Reactive power comparison of all method.
c DC-link voltage comparison of all methods
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Fig. 4 a Step response comparison of all methods. b Step response of FFA, DE, and GA

Table 3 Transient performance parameters for various controller design techniques

Controller design
techniques

TR(s) TS(s) TP(s) Overshoot Undershoot Peak value

PID reference 0.0153 0.5292 0.1420 15.1986 8.1861 1.1513

SOF-based 0.2134 0.5277 1.0000 0.0000 1.5475 0.9997

PSO-based 0.094 0.4062 0.0000 0.0000 13.8755 0.5000

BFO-based 35.02 62.3542 0.0000 0.0000 0.0000 0.5000

FFA-based 0.0660 0.1107 0.2104 0.0001 0.0000 1.0000

DE-based 0.0676 0.1146 0.2116 0.0000 0.0000 0.9993

GA-based 0.0912 0.1541 0.2541 0.0000 0.0000 0.9991

technique. The following comparisons are made in the subsequent subsections of
this paper to show the enhancement of the proposed control technique.

(i) The active power of the conventional controller is compared with SOF, PSO,
BFO, FFA, DE, and GA-based controllers, as shown in Fig. 3a.

(ii) Then, the reactive power output of a conventional controller is compared with
SOF, PSO, BFO, FFA, DE, and GA-based controllers, as mentioned in Fig. 3b.

(iii) DC-link voltage output is analyzed with all control techniques in Fig. 3c.
(iv) Figure 4a, b analyzes the dynamic performance of various methods to obtain

the best controller design technique.

The step responses of these three controller design techniques are shown in Fig. 4a,
b. The responses are then compared with a conventional controller. A comparison
between DE, GA, and FFA step responses by obtaining the transient performance
parameters is described in Table 3. It is concluded from the table that peak, settling,
and rise times with GA > DE > FFA, respectively. It can be observed from the
responses that the implemented techniquesDEandGAenhance the system responses.
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On the other hand, FFA not only improves the output of the system response but also
reduces the overshoot to zero. As a result, it is depicted that the FFA technique
provides a much better way to achieve a reliable and efficient controller for DFIG-
based WT.

5 Conclusion

In this researchwork, FFAalgorithmic approach is implemented for controller design.
This controller is utilized in DFIG-based WT system model for performance anal-
ysis. The SOF-, PSO-, BFO-, GA-, and DE-based designed controllers are studied
for DFIG-based WECS system operation. Also, the transient performance in terms
of rising time, peak overshoot, and settling time have been improved by using soft
computational evolutionary optimization method. Further, the techniques are irre-
spective of the type of parameter sensitivity, evade local optimization solutions.
Finally, it is observed that the FFA technique is suitable in comparison with other
control techniques. It can be seen that the peak time, settling time, and rise time for
FFA are found to be lesser than the DE- and GA-based control techniques. Also,
FFA-based designed controller reduces overshoot to zero and enhances the system
response.
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Abstract Social media influencer marketing has become a crucial marketing
strategy of a company upon the development of social media with the increasing
number of social media users. This research is to study whether the characteristics
of an influencer are important in affecting the consumers’ purchase behaviour. This
research is also to identify the relationship between SMIs and influencer marketing
in affecting consumers’ purchase decision. Lastly, it is to determine the media strate-
gies that SMIs used to influence consumers’ purchase behaviour. Two-step flow
theory and electronic word of mouth have been discussed as to look at how social
media influencers’ marketing strategies are affecting consumers’ purchase decision.
Online survey is used. The subjects for this research are 150 volunteering adults,
aged between 18 and 24 years old with the criteria that the subjects must have at
least been following three influencers on social media and have noticed the influencer
endorsement on social media before. Google Form has been used, and snowballing
is used to reach the subjects. This research has concluded that the positive char-
acteristics of SMIs are bringing effects in consumers’ purchase decision. It is also
found that social media is the effective platform for most of the respondents to seek
product information. There comes along with the rise of SMIs who play the role
of opinion leaders strategizing with EWOM that manage to influence consumers’
purchase decision. Though so, friends and family are still playing an important role
in the purchase decision.
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1 Introduction

Social media influencer marketing has become a crucial marketing strategy of a
company upon the development of social media with the increasing number of social
media users. Socialmedia influencers (SMIs) are an online advocate to influence their
audience by expressing their experiences towards the certain products or services
which they encounter in their daily lives. The development of social media enables
individuals who have real-time experience of a particular product or service to share
their opinions and discuss with others, thus becoming a vital and powerful input for
people to make purchasing decisions. As the need for a consumer’s view and its
ability to affect other consumers has increased, SMIs have accordingly arisen [1].

InMalaysia as of January 2022, there were 30.25million social media users which
was 91.7% of the total population in the country [2]. Looking at the rise of social
media users and SMIs, the consumer behaviour will also be changed by SMIs [3].

The purposes of this research have been as below:

(a) To study whether the characteristics of an influencer is important in affecting
the consumers’ purchase behaviour

(b) To identify the relationship between SMIs and influencer marketing in affecting
consumers’ purchase decision

(c) To determine the media strategies that SMIs used to influence consumer
purchase behaviour.

To achieve the purposes of this research, this paper discusses the characteristics of
influencers that affect consumer purchasebehaviour.The characteristics include cred-
ibility [4], trustworthiness, and expertise in influencers that will affect the consumer
purchasing behaviour [5]. This paper then discusses on the relationship between
influencer marketing (IM) and social media influencers (SMIs). The relationship
shall indicate the effect of SMIs on consumers’ purchase behaviour. Further to it,
this paper will also determine themarketing strategy used by SMIs based on two-step
theory and electronic word of mouth (EWOM) in the approach to the consumers’
purchase behaviour.

For data collection, voluntary online survey and snowballing have been used upon
the samples of this research who are adults aged between 18 and 24. The criteria
set in the survey question are that the respondents shall have followed at least three
influencers on social media and have noticed the influencer endorsement on social
media before. Conclusion is then drawn from the data collected. It is concluded
that the positive characteristics of SMIs are bringing effects in consumers’ purchase
decision. It is also found that social media is the effective platform for most of
the respondents to seek product information. There comes along with the rise of
SMIs who play the role of opinion leaders strategizing with EWOM that manage to
influence consumers’ purchase decision.
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2 Literature Review

2.1 The Characteristics of SMIs in Influencing Consumers’
Purchase Behaviour

The advent of technology and social media has promoted the rise and then increase
of SMIs, and more marketers are utilizing SMIs to boost their sales [6]. SMIs have
established themselves as endorsers by generating a range of buzzwords, and they
are deemed to be the cost-efficient and effective marketing trends compared to other
marketing strategies [7]. SMIs can change the purchasing behaviour of consumers
who follow them and make them take their advice, when the SMIs are trusted [8].

There are several characteristics of SMIs which include credibility, trustworthi-
ness, and expertise. Credibility is a positive characteristic of the endorser that affects
the message he transmits to the receiver [9]. It can be defined as whether a person is
identified genuine, impartial, and factual [10]. The SMIs are credible and influential
because of their lifestyle reflected in vlog or blog, and they update their daily activ-
ities to their followers. SMIs communicate with their followers in a real and true
way which leads them to interact and participate in the content of SMIs by posting,
liking, commenting, and sharing the content to their people surrounding them [11].
However, this will only happen if the audience has a positive perception of the SMIs
[8]. As a consumer, they believe that the credible information is the main factor in
the purchase decision. However, if the consumers feel that the information is partial
and not authentic, then the credibility of the SMIs will be decreased [10]. Credi-
bility is expected to lead to more positive attitudes towards both the endorser and
the endorsement [12]. A highly credible SMIs would cause the consumers to believe
that the recommended product or service was actually to boost their own image,
communicate their genuine interest in the product, or convey their intention to help
others [8].

Credibility model has been measured using two subcomponents which are trust-
worthiness and expertise [12]. Trustworthinessmeans that the extent of confidence of
the consumers in receiving the information from influencers. The number of followers
is an important factor to determine the trustworthiness of an influencer; the higher
level of trustworthiness of an influencer will be more persuasive to the followers
[9]. Consumers tend to trust online messages shared by opinion leaders [13]. It is
also found that followers trust the branded posts delivered by influencers may posi-
tively affect their purchase behaviour [14]. As for the expertise, the influencers are
perceived to possess the relevant knowledge, skills, and practices to promote the
product [4]. When the influencers shape themselves as an expert within a certain
market, their influencers brand personality will match the certain products endorsed
within their market naturally [12] such as “food vlogger”, “fitness vlogger”, “sport
blogger” and “make-up vlogger” and keep updating the product or brand information
[15].

It is concluded here that the credibility, trustworthiness and expertise are closely
related and are also the vital components to the success of a SMI.When the consumer
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makes a purchase decision, theywill observe the characteristics of SMIs. The charac-
teristics of SMI are playing a role in influencing the consumers’ purchase behaviour
and decision.

2.2 The Relationship Between Social Media Influencers
(SMIs) and Influencer Marketing (IM)

Social media influencers (SMIs) are an online celebrity with a large portfolio of
followers on one or more social media platforms such as YouTube, Facebook, Insta-
gram and Blogs in affecting their followers. SMIs are ordinary people who have
become online influencers via social media platforms creating and sharing contents,
as opposed to traditional celebrities who are famous through traditional media such
as film and television shows [14]. SMIs have a great attractiveness towards brands
because they are viewed by consumers as personal, authenticity, credibility and solid
source of information with the remarkable benefit of a large audience for the brands
[16].

Influencer marketing (IM) is a marketing strategy with the influence of opinion
leaders or key individuals to drive consumers’ brand awareness and their purchase
decisions [14]. Influencers can be anyone as long as they are able to influence others
in a particular industry and community as well as to encourage people to try and use
their products or services based on their suggestions [16].

Social media platforms are the dominant tool for people to exchange information
and build relationships [14]. Therefore, IM has become an up-to-date and efficient
brand marketing strategy that marketing managers are interested in [17]. It focuses
on utilizing SMIs to drive brand awareness via social media in order to reach a huge
target audience, and it also became an important promotional tool with a significant
impact on consumer purchase behaviour [18].

The relationship is reflected in this way that IM is closely related to social media
platforms where the influencers are social media advocates who are called as SMIs.
SMIs play an important role in influencer marketing in influencing the consumers’
purchase behaviour and decision.

2.3 Two Steps Flow and Electronic Word of Mouth (EWOM)
in SMIs

Two-step flow theory predicts that media indirectly influences the public via infor-
mation opinion leaders who deliver messages on the network [19]. The two-step
flow theory shows that information from the media may not always reach the general
public right away. Instead, some people who are considered opinion leaders interpret
and decipher the information they get from the media before presenting it to the
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audience. SMIs can be described as opinion leaders because they are the promoter of
a brand or company [20]. They are influential and credible people from whom other
people ask for suggestions, and they often have discussions with their “audience”,
so-called opinion followers [21].

A large amount of product purchase can only happen with the reviewing of others.
At the same time, when the person wants to seek advice before purchasing, they may
look to more than one person who are opinion leaders. For instance, YouTubers were
evidently acting as opinion leaders, also in an influencer marketing context, and they
had an effect on the views of the teenage girl on the fashion product [22]. There is a
correlation between opinion leaders and consumers’ purchase behaviour, and thus,
the information delivered by SMIs on social media platforms has a great influence
for consumers who seek for advice before purchasing [21]. SMIs can be described as
opinion leaders in the two-step flow theory, and they are influential enough to influ-
ence their opinion followers. The impact will later affect the consumers’ purchase
behaviour effectively through social media.

On the other hand, looking at electronic word of mouth as a marketing strategy, it
is extremely effective in forming and shaping consumer attitudes, behavioural, and
purchase intentions [23]. People share or collect information from known individuals
about the particular product or service before purchase decision [24]. EWOM can be
any statement or recommendations about the negative or positive of a certain brand,
product, or company that is spread by potential, actual or former customers through
the Internet and also can be explained as a communication directed to consumers on
the Internet [4].

The sharing of SMIs can also be considered EWOM as they represent users or
buyers sharing their experience and evaluation of a certain product or service with
other potential customers [25]. It is also stated that influencer marketing could be
seen as an extension of WOM [8].

According to the latest data in January 2022, there were 29.55 million Malaysian
Internet users which is the penetration rate of 89.6% of the total population in
Malaysia [2]. With such high penetration of the total population, EWOM has had a
great impact on people’s lives, thereby leading to changes in consumers’ purchase
behaviour [18]. Consumers’ purchase behaviour will be affected by EWOMof SMIs,
since the feedback and sharing of SMIs are the reference of certain products for the
consumers.

The relationship of two steps flow, EWOM, and SMIs can be simplified as such
that with the characteristics of a SMI, he/she plays the role as an opinion leader. He/
she may be utilizing EWOM as a marketing strategy in influencing the consumers’
purchase decision.
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3 Methods

The researchers use quantitative design and online survey to collect data. Online
survey has been chosen as it allows the researchers to collect data from a big number
of respondents at no geographical barrier. Online survey is at a zero cost. There is
no face-to-face contact needed. The replies from respondents can be much more
instant. The questionnaire in the format of Google Form will be distributed through
emails and socialmedia platforms to targeted respondents though snowballing among
volunteered friends and families. The questionnaire is divided into three sections.
Section one is on demography, section two is on the effects in characteristics of SMIs
on consumers’ purchase decision, and section three is on the relationship between
SMIs, influencer marketing and consumers’ purchase decision. All the questions are
close-ended and partly Likert. The time frame of the survey is a month, starting from
1 August 2022 to 31 August 2022.

The subjects are 150 adults, aged within 18 to 24 years old based on the rational
that this age range is the highest social media users [26]. The subjects must have at
least been following three influencers on social media and have noticed the influencer
endorsement on social media before. This is a voluntary-based online survey using
Google Form and snowballing from the volunteers.

4 Results

4.1 Demographics

Table 1 displays a detailed summary of the demographic profiles of the 150
respondents. The demographic profile includes the respondents’ gender, age group,
ethnicity, and income level.

The majority of the respondents are between the ages of 19–21, which are 56%
over 150 respondents. There are 35 respondents belonging to the age group between
22 and 24 years old and 31 respondents from the age group of 15–18. There are
61.3% of female respondents over 38.7% of male respondents. Among the ethnicity,
64% of the respondents are Chinese, 21.3% of Malays and 14.7% of Indians.

For the respondents’ income level, 61 respondents’ income level is between RM1
and RM5000, and 44 of the respondents have no income. There are 18% of the
respondents at the income level of RM501–RM1000, whereas respondents who have
income between RM1500 and above are 8% of the respondents. There are only 4%
of the respondents from the income level RM1000–RM1500.
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Table 1 Demographic
profile Demographic profile Number Percentages (%)

Age

15–18 31 20.7

19–21 84 56

22–24 35 23.3

Gender

Male 58 38.7

Female 92 61.3

Ethnicity

Chinese 96 64

Malay 32 21.3

Indian 22 14.7

Income

No income 44 29.3

RM1–RM500 61 40.7

RM501–RM1000 27 18

RM1000–RM1500 6 4

RM1500–above 12 8

SourceOnline survey conducted from 1August 2022 to 31 August
2022

4.2 The Effects in Characteristics of SMIs on Consumers’
Purchase Behaviour

This section entails the characteristics of SMIs that eventually bring effects on
consumers’ purchase behaviour (Table 2).

Among 150 respondents, the data shows that 66.7% of the respondents sometimes
follow SMIs in social media platforms. Follow on with 22% of often, 9.3% of not

Table 2 Frequency of
respondents in following
SMIs on social media
platform

How frequent do you follow social
media influencers (SMIs) on social
media platform?

Frequency Percentage
(%)

1. Never 3 2

2. Not often 14 9.3

3. Sometimes 100 66.7

4. Often 33 22

SourceOnline survey conducted from 1August 2022 to 31 August
2022
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often and 2% that never follow any SMIs. This question reflects on the number of
opinion followers who follow SMIs for their latest news and update.

For the response on the question about how frequent the respondents purchase
products because of the influencers, there are 55.3% of the respondents some-
times purchase because of the SMIs. There are only 20.7% of the respondents who
have chosen “Often” and “Not Often” are 18.7%. Followed by only 5.3% of the
respondents have never purchased. The responses reflect that SMIs have the strong
characteristics in influencing the followers.

Table 3 reflects on the information sought by the respondents before making
purchases.

Table 3 shows that before the respondents make any purchases, out of 150 respon-
dents, 149 of them seek for products reviews and product ratings, following with 148
of them seek recommendation from family and friends, 144 of them seek for top
selling product and lastly 140 of them seek for product repost. It is reflected that
product review is important because product reviews help them get a clear idea of
the product before making a purchase.

Follow on with the question about how much the respondents trust SMIs. There
are 64.7% of the respondents trust SMIs, 6% trust less and 29.3% of them are neutral.
People trust SMIs based on the credibility which is a positive characteristic of the
influencers.

For this section, it is shown that the characteristics of SMIs in terms of their
credibility, trustworthiness and expertise in product knowledge would attract opin-
ions followers to decide on their purchase. That reflects on two-step flow theory that
information from the media may not always reach the general public right away.
Instead, some people who are considered opinion leaders interpret and decipher the
information they get from the media before presenting it to the audience.

EWOM also plays a key role in people’s purchase decisions when buying a
product. Consumers rely on information provided by others online to find authentic
sources before making a purchase decision, exposing the quality and risks of prod-
ucts, which can profoundly affect their behaviours, attitudes, purchase intentions,
and then purchase decisions.

Table 3 Information sought by the respondents before making purchases

As a consumer, what is the information
you sought before making purchases?

Strongly
agree (%)

Agree
(%)

Disagree
(%)

Strongly
disagree (%)

Product reviews 88 61 0 1

Product ratings 71 78 0 1

Product repost 49 91 9 0

Top selling product 76 68 5 1

Recommendations from family and
friends

64 84 1 1

Source Online survey conducted from 1 August 2022 to 31 August 2022
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4.3 The Relationship Between SMIs and Consumers’
Purchase Decision

This section would entail the relationship between SMIs and influencer marketing
that eventually affect consumers’ purchase decision.

The section starts with the question if the consumers like to be notified with the
latest information regarding SMIs. 76% of them agreed, 2% of them disagree, and
22% are neutral on it. It shows that social media is an important tool for SMIs since
the notifications from social media platforms are what SMIs cannot do without them.
It is to show that the media strategies of two-step flow theory and EWOMneed social
media to support in influencing their followers.

The next question is about the types endorsements done by SMIs that may affect
consumers’ purchase decision. The responses ar4e summarized in Table 4.

The collected data shows that 83 respondents which are 55.3% of them choose
“social media influencers conduct a Facebook/Instagram/YouTube/TikTok live to
test and give reviews towards the certain product”. Then, “social media influencers
record a short reel/video to share their experience on the particular product” has
the highest score of 60.7%. Next, 48.7% of the respondents have chosen “social
media influencers indicate in the description that they are experts in a certain field
(travel vlogger, fitness vlogger, make-up vlogger, etc.)” followed by 31.3% of the
respondents who have chosen “social media influencers conduct a giveaway section
(particular endorsement product: cosmetic, air tickets, fitness product)”. Last but not
least, 22% of the respondents have chosen “social media influencers create a hashtag
of a certain product to have a linkage with product and audience”.

Here it shows that the types of endorsement through different platforms may
attract opinion followers on top of their credibility, trustworthiness and expertise

Table 4 Types of endorsements by SMIs that affect consumers’ purchase decision

What do you think Social Media Influencers (SMIs) do on social
media will make you change your mind about him starting to
purchase as his/her endorsement?

Frequency Percentages
(%)

Social media influencers conduct a Facebook/Instagram/YouTube/
TikTok live to test and give reviews towards the certain product

83 55.3

Social media influencers record a short reel/video to share their
experience on the particular product

90 60.7

Social media influencers indicate in the description that they are
experts in a certain field (travel vlogger, fitness vlogger, make-up
vlogger, etc.)

73 48.7

Social media influencers conduct a giveaway section (particular
endorsement product: cosmetic, air tickets, fitness product)

47 31.3

Social media influencers create a hashtag of the certain product to
have a linkage with product and audience

33 22

Source Online survey conducted from 1 August 2022 to 31 August 2022
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which are closely related and are important to determine the success of a SMI in
influencing consumers’ purchase decision.

5 Conclusion

As a conclusion, it is reflected from the respondents that the positive characteristics
of SMIs are bringing effects in consumers’ purchase decision. Those positive char-
acteristics are credibility, trustworthiness and expertise. That reflects on two-step
flow theory that information from the media may not always reach the general public
right away. Instead, some people who are considered opinion leaders interpret and
decipher the information they get from themedia before presenting it to the audience.
That is where the consumers may be seeking information from SMIs who are playing
the roles of opinion leaders. On the other hand, in Malaysia, the recommendations of
friends and family are one of the information they seek for before making a purchase
decision. This study can strongly prove that consumers will not overly rely on the
information on social media but also the feedback from the people around them.

EWOM also plays a key role in people’s purchase decisions when buying a
product. Consumers rely on information provided by others online to find authentic
sources before making a purchase decision, exposing the quality and risks of prod-
ucts, which can profoundly affect their behaviours, attitudes, purchase intentions and
then purchase decisions.

It is found that social media is the effective platform for most of the respondents
to seek product information. There comes along with the rise of SMIs who play the
role of opinion leaders strategizingwith EWOMthatmanage to influence consumers’
purchase decision. This research further implies the trend of social media marketing
and purchase behaviour in Malaysia. For the future development, there is a potential
to integrate social media marketing with other marketing strategies to accommodate
the future market needs.

The authors acknowledged the raw materials from Cho Jia Ying, Lim Tze Yean,
Teo Rou Jie, Tan Wei Ying and Wong Chen Xuan.
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Abstract Currently, software-defined networks (SDN) are displacing traditional
networks, and this carries a lot of advantages and disadvantages, one of which is
security. For this reason, this article presents a security analysis on wide area SDN
network controllers. Furthermore, we propose the use of the HUM algorithm, a
blockchain-based algorithm, as a possible solution to increase the robustness of
security in the flow of packets between edge devices. This algorithm works by a
group of controller nodes that are aware of all changes made to the data flow. The
simulation of a topology is presented, and finally, an application case is proposed for
the use of the algorithm within an SD-WAN network in a financial institution.
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1 Introduction

Over the last decade, the rapid evolution of electronic devices has given rise to new
technologies and services, most of them based on an Internet connection. Along with
this, demand has grown for applications where high transmission speeds are needed
for better performance and end-user experience. For example, e-commerce services,
social networks, virtualization services, and cloud computing have grown exponen-
tially, and with the advent of the Internet of things (IoT) and fifth-generation (5G)
mobile networks, we are forced to restructure traditional network architectures [1].

Most traditional networks were designed based on a hierarchical architecture,
which makes sense in a client-server or north-south environment. However, this type
of architecture has limitations in the face of new requirements posed by today’s
technology and is not well suited to the dynamic needs of data centers [2]. The
limitations of traditional networks include their limited capacity to adapt to new
technologies, low scalability, and inefficient use of access control policies. This has
led to the search for alternatives to solve these problems. In view of this, the open
networking foundation (ONF) proposes the use of software-defined networks (SDNs)
to satisfy current user requirements [3].

SDNs are both an architecture and a design strategy that serve to create a pro-
grammable network, also known as east-west networks, in which the control part is
decoupled from the hardware part. The control is taken over by a software applica-
tion called a controller, thus achievingmore programmable, automatable, and flexible
networks [4]. With these advantages, network administrators gain independence and
control over the entire infrastructure from a single logical point, which simplifies
design and operation. It also simplifies the use of network devices, as they no longer
have to process hundreds of standard protocols, but only have to accept the instruc-
tions given from the SDN controllers.

When the network accepts the set of instructions given by the controller, IT oper-
ators and administrators optimize their work, since they no longer have to place
hundreds of lines of code by hand on N number of devices to achieve a change. This
work will be done only at the controller, which in turn will replicate the instruction
to the rest of the devices. In addition, by leveraging the centralized intelligence of
SDN controllers, the behavior of the network can be altered in real time, and new
applications and services can be deployed on the fly.

Currently, the most popular specification for creating an SDN is the open standard
called OpenFlow, which was one of the pioneers in realizing a defined communi-
cation between the control and data layers. In addition, it allows direct access and
manipulation of the data layer of network devices (switches, routers), whether phys-
ical or virtual, which means that it is based on a hypervisor. To perform all the
work, OpenFlow handles the concept of flow, which allows to identify network traf-
fic when certain predefined rules are met, and based on parameters such as usage
patterns, applications, cloud resources, among others, it knows how this flow traffic
will pass through the devices.

Applying this technique to wide area networks (WANs), we have SD-WAN
technology, which seeks to take advantage of the flexibility and agility of wide



HUM: A Novel Algorithm Based in Blockchain for Security . . . 463

area network connections [5]. WAN technology is generally used to connect enter-
prise networks, which have their data centers and branch offices separated by large
geographical distances, this being a limitation for network administrators to modify
devices manually. However, with the use of SDN, this problem is overcome, and its
advantages are mainly realized. Therefore, SD-WAN solutions offer consistent and
pervasive connectivity throughout the network, optimizing application performance,
reducing costs, and incorporating agility at all points.

Due to the facilities and advantages of using SD-WAN, the business sector is
migrating its networks to this technology very quickly; however, we must be very
cautious in terms of cybersecurity. In a traditional corporate network, where services
such as MPLS are available, a virtual private network (VPN) is created to transmit
data, and this is inaccessible from the Internet. On the other hand, to connect the
branches of a company through SD-WAN, it is done directly to the Internet, and
in many occasions, they are not secure networks. For this reason, it is necessary
that all information transmitted is encrypted, to prevent it from being inspected or
edited by third parties. Another problem is that it creates a gateway to the corporate
network, and if someonemanages to enter, they could alter the entire network. Finally,
an additional risk to corporate traffic is the communication mechanism or protocol
between the remote devices and the controller [6].

Starting from this context, this paper presents a solution to the security of the
controller of an SD-WAN network. This solution is based on the use of blockchain,
and for this purpose, a new algorithm known as HUM has been implemented. The
main objective is to have several controllers in different points of the network, these
can be generated on demand, and in the case that the creation of a new one is
required, authorization must be requested to the rest of the controllers, which will
give the acceptance, only if the previous creation records are identical, thus providing
the centralization of the network in multiple points and the security of the controller
in an SD-WAN network.

The paper is organized as follows. In Sect. 2, related works regarding controller
safety are presented. Section 3 describes the HUM algorithm. In Sect. 4, the sim-
ulation of a new network is presented using the proposed algorithm. In Sect. 5, a
possible use case of the proposal applied to a financial institution is shown, leaving
for the section 6, the conclusions of the work.

2 Related Works

When talking about security within SD-WAN or SDN controllers, a key point is in
the communication channels, since it must be guaranteed that the information is not
altered. Therefore, a special concern is the integrity and confidentiality of the data
exchanged between the controllers. The use of Firewalls, cloud-based security, IPSec
protocols, applications for the use of socket layer security (SSL), and transport layer
security (TLS) over the OpenFlow standard are necessary due to the compatibility
that SD-WANnetworks present in termsof the protocols usedby traditional networks.
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Although these traditional protocols and applications over SD-WAN offer a higher
level of network security, they do not guarantee topology invulnerability, so it is
necessary to further analyze theweaknesses of SD-WANnetworks, which differ from
the traditional security paradigm and fit the needs of the SD-WAN architecture [7].

Thus in [8], a secure and reliable control platform has been developed, in which
security issues are specified in seven possible threat vectors: spoofed traffic flows that
can be used to attack controllers, attacks on vulnerabilities with the goal of slowing
down or breaking communication, attacks on control plane communications by DoS,
vulnerabilities in controllers, lack of mechanisms to ensure trust between controller
and management applications, vulnerabilities in administrative stations, and finally,
the lack of reliable resources for forensic analysis and remediation.

Security in enterprise networks differs from that of the Internet. Thus, the secure
architecture for the enterprise network or SANE presented in [9] is a proposal in
which networks can be managed through a centralized and authenticated control by
all network elements to ensure the security of the enterprise through simple and strong
high-level policies, which are independent of the topology and the equipment used.
Keeping the application at the link layer to prevent lower layers fromweakening it, it
also hides information about the topology and services from those who do not have
permission to see them, thus maintaining a single central trust component, where all
policy is defined and executed centrally.

Also, at [10], they present Ethane, a system that further enhances the SANE
architecture using a centralized controller. Ethane manages routing, flow admission,
and couples simple Ethernet switches based on the required flow. One of Ethane’s
most powerful features is that it names devices so that it can easily track all links
between names, addresses, and physical ports on the network, for which it authenti-
cates between all switches using multiple methods. Ethane and SANE are designed
to enable secure communication between the control plane and the data plane.

In [11], we can find an application called OpenSec, which is based on the Open-
Flow driver, it allows network operators to describe security policies using human-
readable language and implement them throughout the network. OpenSec acts as
a virtual layer between the user and the complexity of the OpenFlow controller
and automatically converts security policies into a set of rules that are entered into
network devices.

In the case of defense against distributed denial of service (DDoS) attacks, [12]
introduces an autonomous defender based on OpenFlow-enabled switch combining
OpenFlow and Locator/ID separation protocol (LISP) technologies. The experiment
emulates 100 attackers to a server, sending a total of 1000 packets per second (PPS)
to the server, where the DDoS defender monitors the OpenFlow switch flows and
detects the DDoS attack through volume counting. The defender’s design is based
on a closed loop where the first threshold is 3000 packets per 5 seconds. Once the
traffic value exceeds the threshold, second stage detection is triggered. If the traffic
reaches 800 packets per second 5 times in a row, the DDoS defender drops the
incoming packets. After the flow entry times out, the defender returns to normal and
will control the traffic volume.
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Finally, in [13], they demonstrate how TLS support over OpenFlow has an impact
on packet input delays from SDN switches due to the notable impact, it has on the
driver, so it is necessary to add hardware acceleration support for encryption to future
OpenFlow switches. For an SDN deployment in productive networks, encryption is
unavoidable, but at present, especially, the control plane and test software are not
widely supported. In this way, in this paper, they apply the use of Open vSwitch
software, which has lower packet input delay compared to TLS over OpenFlow
applications.

As can be seen, there are different ways to secure software-defined networks
and the SD-WAN variant, some of them clearly centered on the controller, or on
the communication system between the control plane and the data plane. How-
ever, there is no alternative where the controller is intended to be decentralized
at multiple points. For this reason, the HUM algorithm is presented in the following
section.

3 HUM Algorithm

HUM, a blockchain-based algorithm for concurrent OpenFlow controllers, is pro-
posed. This algorithm consists of a series of controller nodes, which are connected to
the network at various points. These nodes can be generated on demand, for example,
using virtualized environments, thus contributing to the scalability and availability
of the network.

Each controller runs the algorithm independently and maintains a copy of the
network state in its own permanent storage. This copy is stored as a chain of blocks
connected by the information in each block. A block consists of the following fields:

• Block identifier. It is a hash code that allows to determine the identity of the
block to chain it with others and additionally allows to verify that it has not been
modified. It is built using blake512 on the concatenation of the other fields.

• Counter. It is a positive integer sequential number that indicates the position of
the block in the chain and is additionally used for the message consensus system.

• Timestamp. A 64-bit integer value in TAI64 format indicating when the block
was created. It is base64 encoded.

• Creator. It is a public key curve25519, of 32 bytes belonging to the author of the
block, it is encoded in base64.

• Content. It is the text in Json format, which contains the network configuration
information, be it configuration commands for controllers, static openflow flow
tables for switches, or programs for handling reactive packets.

When the entire history of the flow changes is found in the blockchain, synchro-
nization between the nodes ismaintained, and a newnode or a node that has recovered
from a crash will regain functionality by simply requesting the missing blocks in its
registry from the rest of the nodes in the net.



466 J. O. Ordoñez-Ordoñez et al.

Keeping a record of all the operations carried out is very useful in case of security
audits or to return the network to the previous state in case of problems with a new
configuration. HUM assumes a proactive SDNmodel in which flows are imposed by
drivers, and packets that arrive at an OpenFlow device without a matching rule will
simply be dropped. All controllers have a total view of the network, and different
devices can be connected to any of the controllers to update the data streams, allowing
load balancing on the controller.

Each node is identified by a public key, the impersonation of the nodes should
only be possible if they seize the private key of any of them, and in case of entering
the network, it would be registered as part of the events within the blockchain and
by the nature of it is virtually impossible to alter to hide the trail making it difficult
to maintain anonymity.

For the generation of hashes that help with the referencing of the nodes, blake512
will be used. This system does not use TLS but is based on WireGuard, which
is a protocol where each node is identified by a 32-byte public key. To establish
communication with each other, they only need a round trip, this protocol is silent,
so there is no way to probe the daemon to know if it is listening. In addition, a time
stamp is placed on the exchanged messages, to avoid replay attacks.

One of the nodes of the network at any time can add a new block to the chain, for
this, it sends the block to the rest of the nodes as a distributed transaction. In case,
the transaction is accepted by the majority of the nodes; here, the majority is made
up of half plus one of the nodes, and the transaction is considered successful and the
nodes proceed to add the new block to their own chains in permanent storage. The
reason why a majority is necessary is because the consensus algorithm used so that
the nodes can decide whether to accept or reject the creation of a new block is paxos.
Paxos tells us that given a network of N nodes it only needs the presence of a majority
number of nodes that commit to accept a transaction to ensure consistency. Paxos has
a series of requirements to function, the main one being that when a node commits to
a transaction it must be able to remember the commitment and that the transactions
have to be numbered in ascending order. Both requirements are met thanks to the
chain of blocks that permanently maintains in the record of all transactions (blocks)
accepted.

When a node starts up for the first time, it proceeds to generate the initial block,
also called the genesis block or block 0. Then, an existing node, if any, makes the
request to register it on the network. In addition, the new block is registered in the
chain, a step that is indicated to the rest of the nodes. If the new node is the first in
the network, it assumes its own registration.

For the synchronization of the nodes, the consensus process requires only the
majority of the nodes, somenodesmaybe temporarily out of datewith the information
of the blockchain, so they periodically consult the rest of the nodes about the existence
of new blocks. If found, they are automatically added to the end of the chain.



HUM: A Novel Algorithm Based in Blockchain for Security . . . 467

Fig. 1 Simulated network topology

4 Simulation of a New Network

This section presents how the HUM algorithm was built and simulated, for which
Node.js was used, and simulations were performed using OpenVswitch. In Fig. 1,
you can see the simulated topology, it should be noted that when using OpenVswitch
to perform the simulations, andwewill call the forwarding devices as a switch. In this
case, all switches are capable of contacting existing controllers, although, ideally,
there is no need. Only when a switch fails to contact its controller, it proceeds to try
to receive the configuration of the rest of the existing controllers on the network.

For the simulation process, the aforementioned network was built in a virtual
machine, after that, the services in the controllers were initialized using the flow
indicated in Fig. 2.

The process shown is detailed below:

0. Controller 0 starts up, and when it is empty, it proceeds to create a genesis block
and automatically save it in the chain. Additionally, the identity of the controller
(public key) and the private key are generated.

1. Controller 0 is instructed to register itself, thus becoming the first node on the
network.

2a. Controller 0 is instructed to register the flows to be configured. In the controller,
it creates a configuration block, and once stored, it proceeds to distribute the
configuration rules among the devices belonging to the network. At this time,
being the only node, it automatically becomes the controller of the entire network.

2b. At the same instant of time, controller 1 starts and also generates the genesis
block, its identity, and its private key.

3. Controller 1 asks controller 0 to add it to the consensus network. Controller 0
accepts and registers the block with the information from controller 1.
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Fig. 2 Blockchain status on controllers 0 and 1

4. Controller 1, which is now part of the consensus network, proceeds to fill in
the missing information; for this, it makes the request for the missing blocks
to controller 0. It should be noted at this point that the failure of any of the
controllers would paralyze the consensus network, since by themselves, none of
the controllers has a majority. This is in contrast to the pre-registration state of
controller 1 where controller 0 had an absolute majority and could freely add
blocks to the chain.

5. Controller 1 wishes to become the primary controller for switches s3, s4, and
s5. For this, it creates the new block and asks the consensus network, which
now includes it, to accept this change. Once approved, both nodes have the
configuration block added to their chains simultaneously, none of them needed
to be matched after the admission of new blocks.

Once the network isworking, any of the controllers can be removed, as an example
we place the controller 0, and the switch devices will be able to maintain their
configuration by contacting the alternative node. However, the consensus network
would be frozen, for this reason, new changes could not be introduced at this time,
since it is impossible to get amajority.Youcannot introducenewnodes to the network,
since that also requires consensus, in the same way, you cannot remove controller 0
from the network registry because this also requires consensus. If controller 0 does
not return, the network is effectively frozen forever. This was done in the simulation,
and it was seen that they actually followed the expected guidelines. However, in the
case that we have three controllers c0, c1, and c2 in the consensus network, and
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c0 is permanently lost, then we can simply create a new node c3, register it in the
network (c1 and c2 would be the majority) and register the removal of node c0 from
the network.

A node being permanently lost wouldmean that a node cannot be enabled with the
original public/private keys. If the keys of a backed-up node are kept, the recovery of
the node would only consist of booting a new node with these keys. The node would
proceed to equalize again requesting information from the blocks of the rest of the
network and once equalized it would be fully operational.

5 Use Case: Application of the Proposal in the Business
Network of a Financial Institution

Finally, in this section, a possible use case of the proposed algorithm is detailed.Given
the case of a financial institution, our proposal would make it possible to increase
security, an extremely important and at the same time critical element in companies
with this line of business. An example will be given to a financial institution which
has a headquarters located in a city, and different branches distributed throughout
the country, all of them geographically very distant. All branches of the entity are
connected by means of a private SD-WAN network; therefore, the integrity of the
information that circulates in the network is essential for the good performance
of the business. Normally, a central controller would be placed in the institution’s
headquarters, the sameone thatwould be in charge ofmaintaining the configurationof
the entire network, and if necessary, it would make changes. However, it could be the
case that a branch is disconnected for any factor, in this example, network services
only of that branch would be completely lost. But there could be a more critical
case where the controller is disconnected from the matrix, either due to a system
failure, human error, or an intentional attack, because of this the entire networkwould
collapse. Given this, a possible solution is to place multiple controllers one in each
branch, whose function would be to maintain not only the flows of its own branch,
but also to maintain the flows of the entire financial institution. Thus presenting a
solution to keep the network operational at all times, counting on the ubiquity of
the controllers. This solution can be seen in Fig. 3, where the network of a financial
institution is shown, and each branch has an SD-WAN controller.

6 Conclusions

The rapid growth of electronic devices has meant that traditional networks have
had to migrate to networks that provide greater capabilities and benefits. For this
reason, today, there are software-defined networks, which provide better features
and qualities to meet the technological challenges that arise. One application of
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Fig. 3 Solution using HUM algorithm in a financial institution

this type of networks is those focused on wide area enterprise networks or also
known as SD-WAN, and these networks cover the needs of companies that have
different branches in large geographical areas. However, due to their dependence on
a central controller, they have inherent security problems, especially in cases where
they can communicate with public networks such as the Internet. The distributed
algorithm based on a blockchain architecture aims to eliminate or reduce some of
these problems. Finally, the use case presented shows a viable implementation of the
algorithm in a financial entity that could be implemented with few modifications in
any entity with similar requirements to distribute its systems over WANs.
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Hybrid Methods to Analyze a Skin
Tumor Image and Classification

Asmaa Abdul-Razzaq Al-Qaisi and Loay E. George

Abstract Processingmedical images involve the creation of problem-specific strate-
gies for improving raw medical imaging data for targeted visualization objectives
and additional research. There are numerous medical issues, some place emphasis
on broadly applicable theories, and some concentrate on certain uses. We mainly
concentrate on segmenting images and doingmulti-spectral analysis. After the image
is preprocessed and the tumor area is isolated, a hybrid between two methods, sub-
block discrete cosine transform and second-level discrete wavelet transform, is used
to transform the image into a frequency domain to analyze the tumor area and calcu-
late the features; features are computed in two ways; the first way is Michelson
contrast (calculated after the image is preprocessed), and the secondway is first-order
statistics that calculated after the sub-block DCT and two-level DWT performed, the
output saved as a feature vector after that passes the vector to backpropagation NN.
For training and classification, dataset ISIC 2018 was used in the experimental anal-
ysis (we use only four cases). ANN was used for classification, and the results show
that it is accurate to roughly 88.98% for DWT, and 85.44% for sub-band DCT,
the ANN training performance (MSE) after 1000 epochs for first-order statistics of
(DWT + DCT + Contrast) is 2.69 * 10–4.
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1 Introduction

The most prevalent cancer in the world, skin cancer, is noted for its increasing preva-
lence and increasing burden. It can be challenging to visually discern between normal
and abnormal tumors with general malignancies [1].

The unchecked growth of abnormal cells in the skin is recognized as skin cancer. It
takes place whenever skin cells experience DNA damage resulting in modifications,
or genetic flaws, that causes the skin cells to proliferate swiftly and develop dangerous
malignancies. Physical examination and surgery are typically used to diagnose skin
cancers [2]. The surgery is a straightforward procedure in which all or part of the
area is removed and tested in the testing facility. Doctor’s experiment based on eye
extracts features from the data. AnANN has been used. Themost effective procedure
is dermoscopy to produce color imaging of skin, which equipment has made themost
advancements in the research of cancers [3]. The common skin cancer datasets are
small and only include a few different forms of the disease alongwith a small number
of photos for each [4].

Data and features are extracted. The ANN was utilized. Researchers’ efforts to
develop ideal cancer classification systems include developing methods for classi-
fying skin tumors. The convolutional neural network (CNN) presentation works on
using skin tumor image data. Duplicated data and features are extracted. The ANN
was utilized, by rotating and flipping in [5] data, and features are extracted. The ANN
was utilized and has a favorable effect. It corrects for differences between the test
and training sets. NNwas employed in [6] to divide skin cancer into three categories.
This technique uses a particular sort of dermoscopic picture that operates directly on
color skin image without preprocessing. In [7], the additional dense NN and CNN
are used to balance the characteristics. This effort explains the methods of the dataset
by adding outside data with a category for skin tumors. The extreme class imbalance
in the number of photos is the other class lesion issue. Input resolutions for the die
rent method and die rent cropping strategies are considered in this study, combining
data based on factors such as age, structural location, sex, etc. to take care of this
property [8]. The classification of three-dimensional images is by converting them
into binary images. Utilizing the segment characteristics and ANN classification, the
novel algorithm known as Adaptive Snake has been used.

The purpose of the ANN model, which employs many dispensation layers, is
to provide accurate abstractions of data. The following are the key components of
using ANN: (i) the reduction of large amounts of cancer-related data used to train
NNmodels; (ii) the development of graphics processing units computer analysis; and
(iii) data and features are extracted. In ANN approaches, the ANN has been utilized
for batch normalizing, dropout correction, and linear unit correction [9].

Extract features from the data. AnANNhas been used. The automatic tumor iden-
tification utilizing color dermoscopy images exhibits three intriguing agreements.
First, the size, texture, color, and shape of the lesions on the skin are very similar to
those that are typical of many courses. The second reason is the strong association
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Fig. 1 DWT sub-band, a 1-level DWT and b 2-level DWT [14]

between lesions with and without melanoma. Thirdly, a variety of environmental
elements include hair, noise, veins, and brightness [10–12].

In this study, two types of featureswith first-order statistic computation for prepro-
cessing are used. Two cascade feature extraction techniques have been applied in this
paper. First, the (DCT) and (DWT) transformermethods have been applied. To reduce
the data and extract features, statistical methods that determine mean, standard devi-
ation, skewness, and kurtosis have been implemented. Types of cancer have been
identified and categorized using the ANN.

2 Discrete Wavelet Transform Technique (DWT)

Data and features are extracted. The ANN was utilized. The wavelet transforms
change the picture pixels’ spatial and frequency dimensionality (DWT coefficients).
Filter bands, a collection of low-pass and high-pass filters, are included. To generate
multi-level DWT, a filter may be used in DWT. To eliminate the pixels’ split into
numerous frequency bands, the DWT employs filter bands. To gather, the DWT
converts the pixels into multi-scale representations of both the spatial and frequency
self. These recommendations are for efficientmulti-scale explorationwith less expen-
sive calculations [13]. It generates location-sensitive data that is vital to understanding
thyroid nodules. Figure 1 displays the sub-bands for 1-level and 2-level wavelet
decomposition utilizing two-dimensional DWT Haar filters.

3 Discrete Cosine Transform (DCT)

The DCT is the actual component of the discrete Fourier transform, which is a
mathematical equation that converts signals to the frequency domain (DFT). When
the frequency increased in a zigzag pattern, it moved from the left top corner to the
right bottom corner [15, 16]. Each pixel in a size of picture of (N * M) is indicated
by the letter p (x, y). The image is converted into the P (u, v) DCT coefficient using
the two-dimensional DCT:
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P(u, v) = 1√
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4 The First-Order Statistical Statistics

Many statistical techniques have been applied to skin cancer photos in order to extract
data features [17]. Color denotes variance skewness and forward motion, among
other things. The statistic equation utilized in this work is fairly straightforward and
invariant to information about an image’s transformation coefficients [18–20].

I. Mean: The mean of coefficients X (i, j) of sizeM, N is

Mean = 1

N × M

N∑

x=1

M∑

y=1

p(x, v) (2)

II. Standard Deviation

Std =
√√√√ 1

N × M

N∑

x=1

(p(x, y) − mean)2 (3)

III. Skewness

Skewness = 1

N × M

N∑

x=1

(p(x, y) − mean)3 (4)

IV. Fourth Momentum (kurtosis)

Fourth Momentum = 1

N × M

N∑

x=1

(p(x, y) − mean)4 (5)

V. Contrast [21]: The segmented sub-region of size (n*n) has contrast by

Contrast =
n∑

x=1

n∑

y=1

|p(x, y) − meann∗n|
Stdn∗n

(6)
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VI. Michelson Contrast

Imax − Imin

Imax + Imin
(7)

5 ANN

Three layers make up the ANN: the input and output with one or more hidden layers
[21]. The values of the characteristics, such as DCT, DWT, or statistical approaches
(used in this work), are dependent on the training methods to create the networks
accurately [22]. In order to reduce the discrepancy between calculated output values
and expected values, the network is constructed using computed layer weight values.
The values are updated by repeated calculation. The vanishing gradient is the name
given to this issue [23, 24].

6 Skin Tumor Classification Methods

Various methods for classifying skin images have been used in this work. Figure 2
displays the suggested systems block diagram.

The systems stages

I. Image preprocess

The preprocessing processes to separate the cancerous component from another
skin part are as follows (algorithm A):

• Noise removal: In this step, median filters are used to remove extraneous pixels
from RGB photographs, such as hair.

• Cropping: The cancer zone is our focus of interest. Cancer’s bordering white
spaces have been trimmed.

• Thinning: By removing a few foreground pixels.

Fig. 2 Skin tumors’ classification systems
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Fig. 3 Preprocessing system, a original image, b median filter for image, c thinning the cancer
area, d sounding cancer region, e normalized the image, f normalized cancer region to 128 × 128
pixel

• Normalization: Only the cancer patches are cropped from the three 128 × 128-
pixel RGB pictures. Figure 3 shows the overall preprocessing stage.

II. Feature Extraction

The feature extraction of the proposed system has two steps and shows in algorithm
(B). The normalized cropped cancer region has been converted into frequency domain
as the initial stage. To extract and transform the RGB image’s pixel differences, two
alternative transformations (DCT, DWT, as previously explained) were applied.

• To extract features from the surrounding area, the suggested system separated the
cropped image into sub-bands (8 * 8), with each band having a size of (16 * 16).
This is seen in Fig. 4.

Figure 5 shows the DWT coefficient for color image, 1-level and 2-level.

Second Step: First, frequency domain was applied to the normalized cropped cancer
region. To extract the difference between each image pixel and transform it, two
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Fig. 4 Sub-block DCT for normalized cancer image, a original image, b coefficient of R image,
c coefficient of G image, d coefficient of B image

Fig. 5 DWT for normalized cancer image, a–c the 1-level DWT coefficients of R, G, and B image,
respectively, d–f the 2-level DWT of R, G, and B image, respectively

distinct transformations (DCT, DWT, as explained above) were applied to the RGB
data.

• The suggested system segmented the cropped image into sub-bands (8*8), with
each band having a size of (16*16), and implemented the DCT for each sub-band
in RGB images to extract characteristics from the neighborhood; feature vector
illustrated in Figs. 6 and 7 shows the diagram of hybrid method.
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Fig. 6 Hybrid features vector

Fig. 7 Diagram of hybrid method

III. ANN

An artificial network has been constructed using the backpropagation technique for
training and classifying data related to skin cancer. The ANN has two hidden layers,
each of which is made up of 20 nodes. The error has been reduced with the 200
iterations.

Algorithm (A): Preprocessing Image
Input:  File Image of Skin cancer 
Type of Data: Image ( JPEG)
Size of Image: 450x600
Output: Color Image Prepara�on.

Image Segmenta�on.
Size reduc�on

Begin
Step 1: perform Segmenta�on with Resize Image 

List 1                 Image Reading (450x600)
List 2              Binariza�on 

Step 2: Isolate area of interest
List 1                Reading Binary Image 
List 2                (5x5) Average Filter 
List 3                 (17x17) Full Space Average Filter 
List 4                (128*128)    Resize 

End        



Hybrid Methods to Analyze a Skin Tumor Image and Classification 481

Algorithm (B): Hybrid (Contrast+ DWT+DCT)
Input: Preprocessing Image
Type of Data : JPEG Image
Image Size: 128x128
Output: Feature Vector
( 7x3x4)+(16 x3x4)+(2*3)=282

Begin
Step 1: Contrast ( )

Michelson contrast Eq. (7)
Std.Dev. Eq. (3) 

Step 2: First Level of DWT
L1                Read image
L2                 DWT 4x3  

Step 3: Second Level of DWT 
L1                Read image
L2                 DWT 7x3  

Step 4: Subblock DCT
List1     Read Skin Color image

For  i (where 0 ≤ i ≤ 128)
For j (where 0 ≤ j ≤ 128)         

ii= i div 4  
jj=j div 4
calculate DCT ()

end
end

Step 5: 1’st order sta�s�c
List3                 Mean Eq. (2)
List4                 Std. Dev. Eq. (3)
List5                 Skewness Eq. (4)
List6                  Kurtosis Eq. (5)

End

7 Output of the Systems

The seven types of tumor images has been used (Table 1), and 70% of the dataset
has been used to train and 30% used for testing the classification methods.

The proposed hybrid method gives feature extraction from sub-band DCT; the
one- and two-level DWT with the second step four statistic has been calculated to
extract the minimum size of features for that the number of features extracted in
DCT is (color Image have 4 * 3 * 4 = 48 feature), with DWT are (color Image have
11 * 3 * 4= 123 feature). The proposed ANN structure consists of two hidden layers
(20 nodes for every layer) and one output layer with epoch= 1000 with performance
2.69 × 10–4 as shown in Fig. 8.
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Table 1 Numbers of tumor
images in dataset No. Tumors type No. of image

1 Benign (B) leratosis (KL) 1099

2 Dermatofibroma (DF) 115

3 Vascular (VASC) lesions 142

4 Melanoma (MEL) 1113

5 Nevus (NV) 6705

6 Basal (B) cell (C) carcinoma (C) (BCC) 514

7 Actinic (A) keratosis (KIEC) 327

Fig. 8 Train performance for DCT + DWT (hybrid) feature extraction for 1000 epoch, the MSE
= 2.69 * 10–4

The confusing matrix has been calculated for the skin tumor image implemented
as training and testing features for ANN systems. Table 2 shows the confusion
matrix for DCT, and Table 3 shows the confusion matrix for DWT, and the results of
testing ANNs of the DCT + DWT + Contrast feature extraction method have been
implemented in Table 4 to classify the seven tumors’ types, and Table 5 shows the
MSE.

8 Conclusions

Analyzing the dataset reveals inequity, with a big disparity in the total number of
photos for each category, making it difficult to simply categorize image attributes for
pests. The outcome displayed in Table 2 demonstrates that DWT + DCT + Contrast
approaches provide a high level of accuracy in the classification of cancer. The danger
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Table 2 Confusing matrix for DCT + contrast method

Actual tumor types Tumor type Predicted tumor types

1 2 3 4 5 6 7

1 242 72 9 4 0 0 0

2 23 414 67 10 0 0 0

3 2 65 767 252 11 2 0

4 0 0 15 89 8 3 0

5 0 0 98 380 5982 240 5

6 0 0 30 123 203 702 55

7 0 0 0 0 0 15 125

Table 3 Confusing matrix for DWT + contrast method

Actual tumor types Tumor types Predicted tumor types

1 2 3 4 5 6 7

1 212 104 11 0 0 0 0

2 42 397 74 1 0 0 0

3 1 96 892 108 2 0 0

4 0 0 17 93 3 2 0

5 0 0 105 342 6125 128 5

6 0 0 14 39 110 922 28

7 0 0 0 0 1 8 131

Table 4 Confusing matrix for DCT + DWT + contrast (hybrid method)

Actual tumor types Tumor types Predicted tumor types

1 2 3 4 5 6 7

1 308 19 0 0 0 0 0

2 9 492 13 0 0 0 0

3 0 30 1014 50 5 0 0

4 0 0 10 104 1 0 0

5 0 0 74 212 6324 95 0

6 0 0 0 3 50 1042 18

7 0 0 0 0 0 0 140

Predicted tumor type

Positive Negative

Actual tumor type Positive 6883 140

Negative 451 2541
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Table 5 ANN training performance (MSE) after 1000 epoch

No. Proposed hybrid method MSE

1 1st statistic of (DCT) + contrast methods 7.98 × 10–4

2 1st statistic of (DWT) + contrast methods 7.41 × 0–4

3 1st statistic of (DCT + DWT) + contrast methods (hybrid-3) 2.69 × 10–4

is reduced, and the method’s robustness is raised when the DCT subdomain provides
a lower error detection rate than the other types.

The classification of tumors types by using this method gives higher identification
and reaches to 100% classification for type seven, 94% for type one, and 90.4% for
type two with performance reach to 2.69 × 10–4 as shown in Fig. 8.

9 Future Prediction

There are other assessment tools for skin tumor image that can be used besides
those used in the study, which is the use of co-occurrence matrix with second-order
statistics and its combination with the mentioned methods to research in addition to
other types of classification to find a new and more accurate pattern in diagnosis.
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Funnel Control for Multi-agent Systems
in a Disconnected Condition

Hiroki Kimura and Atsushi Okuyama

Abstract A multi-agent system (MAS) consists of multiple autonomous agents.
A figure composed of agents and the connections between them is called a graph.
The overall behavior of the MAS is determined by the local interactions among its
agents. MAS is based on graph theory, and recently attention has been focused on
approaches to control theory that considers network structures. A control method
that converges the states of all agents is called consensus control. In this study, the
agents are assumed to be actual robots, and their communication range is assumed to
be finite. A graph may be disconnected when the communication range of the agent
is limited. Therefore, we studied the consensus problem of MAS by considering the
effects of these disconnected conditions. We applied funnel control, which considers
disconnected conditions as a control method to achieve consensus. Funnel control is
a high-gain adaptive control method that can guarantee tracking with a preset degree
of accuracy and suppresses deviation within a predefined function. However, this
function is not uniquely obtained. We performed a simulation study to demonstrate
the effectiveness of the proposed method for solving the MAS consensus problem.

Keywords Multi-agent systems · Disconnected condition · Funnel control

1 Introduction

A multi-agent system (MAS) is comprised of multiple agents, and the behavior of
the entire system is determined by the local interactions among the agents [1]. In
recent years, the task and performance requirements of individual robots have rapidly
increased in complexity and sophistication. Therefore, it has become difficult tomeet
these demands efficiently. Collaborative operations usingMAS have gained attention
as solutions to this problem [2].
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Previous MAS studies have assumed that the graph is always connected; that is,
communication paths always exist between agents. However, if agents are assumed
to be actual robots, the communication range must be considered finite, because
information is exchanged among agents through mutual communication using wire-
less communication devices. In this case, the agents may fall into a disconnected
condition, which is, there is no communication path between agents. Therefore, a
control method for MAS that considers the disconnected condition is required.

In this case, there exists a case in which consensus cannot be achieved by conven-
tional average consensus control for MAS considering disconnected conditions
depending on the initial condition. To address this problem, we designed a controller
including variable gain and demonstrated its validity in achieving consensus [3].
However, this variable gain was obtained through trial and error for the required
conditions, and a systematic theory has not yet been established.

Therefore, we focused on funnel control to address this issue. Funnel control is a
type of high-gain adaptive control, proposed in [4]. Its control objective is to converge
control deviation within the predefined function called funnel function Fϕ which is
defined to be satisfied by the transient response.

In this study, we designed a consensus control method based on funnel control to
achieve a consensus for MAS considering the disconnected conditions. In addition,
simulations were performed to verify their effectiveness.

2 Consensus Problem

2.1 Algebraic Graph Theory

A graph comprises vertices and edges that connect them. Let N be the number of
agents, where we denote V = {1, 2, . . . , N }, E ⊆ V × V , and G = (V, E) as the
vertex set, edge set, and graph, respectively. We assume two arbitrary vertices i and
j , the set of vertices that are adjacent to vertex i is called the neighborhood and is
given by

Ni � { j ∈ V, (i, j) ∈ E and j �= i} (1)

For graph G, the matrix expressing the adjacency is called adjacency matrix A. The
elements of A = [

ai j
] ∈ R

N×N are given by the following expression:

ai j �
{
1, (i, j) ∈ E and i �= j
0, otherwise

(2)

Adjacency matrix A is symmetric for an undirected graph. Moreover, the
matrix with an in-degree as a diagonal element is called the degree matrix D =
diag

{
din
1 , din

2 , . . . , din
N

} ∈ R
N×N , and its elements are given as follows:
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d in
i �

N∑

j=1

ai j (3)

The matrix based on adjacency matrixA and degree matrixD is called the graph
Laplacian L ∈ R

N×N and is defined by the following equation:

L � D − A (4)

In MAS, the graph Laplacian L represents the overall system characteristics. The
second-smallest eigenvalue (ofL) is a key factor in determining the consensus speed
of the graph. Similar to A, L is symmetric in an undirected graph.

2.2 Consensus Problem and Consensus Control

In this study, MAS was assumed to be a discrete-time system. The state variable of
agent i for time k is denoted by zi [k] ∈ R

2×1 and is expressed as follows:

zi [k] = [
xi [k] yi [k]

]T
(i = 1, . . . , N ) (5)

where xi [k] ∈ R and yi [k] ∈ R are the coordinate points of x and y axes, respectively.

The state variable collectively represents all agents, as z[k] = [
z1[k] · · · zN [k]

]T ∈
R

2N×1. The dynamics of agent i are given by the following differential equation:

zi [k + 1] = zi [k] + TSui [k], zi [0] = z0i (6)

where ui [k] ∈ R
2×1 denotes the control input, z0i = [

x0i y0i
]T

denotes the initial
condition, and TS denotes the sampling time. The control input ui [k] ∈ R

2×1 is given
by the following expression:

ui [k] = ε
∑

j∈Ni

(
z j [k] − zi [k]

)

= ε

N∑

j=1

ai j
(
z j [k] − zi [k]

)
(7)

where ε is the control gain.
Consensus refers to the asymptotic convergence of the state variable of all agents

through information exchange within neighborhoods. A consensus is considered to
have been achieved when the following equation holds for arbitrary agents i and j :

lim
k→∞

(
z j [k] − zi [k]

) = 0 (8)
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Furthermore, with respect to constant α, when the following equation is satisfied,
α is called the consensus value:

lim
k→∞zi [k] = α(∀i = 1, 2, . . . , N ) (9)

If the graph is connected, α is uniquely determined. In the case of the consensus
problem with (7), α is obtained from the average value of the initial states of all the
agents. This is called the average consensus problem, and the consensus value α is
given by:

α = 1

N

N∑

i=1

z0i (10)

Thus, Eq. (7), which is the consensus control method in the case of MAS with a
fixed graph, can always achieve consensus, and its consensus value can be obtained
from the initial states.

3 Extension for MAS Considering Limited Communication
Range

In this section, with respect to the basic MAS using (6) and (7), we describe the
extended consensus control when the communication range of the agent is limited.

Figure 1 shows an omni-directional mobile robot that was assumed to be an agent
in this study. This robot has an omni-wheel and can move in any direction without
changing its own posture by adjusting the output of each wheel. For simplicity, the
agents are represented as a mass model, and the state variable of (5) is the center
of the robot as shown in Fig. 1. Considering the agents to be actual robots, they
communicate with each other using wireless communication devices. Therefore, its
communication range must be considered finite, and it is necessary to extend MAS
by considering them.

In this study, the communication range was set as concentric circles of radius r
centered on each agent. Thus, the elements of the time-invariant adjacency matrix
in the basic MAS shown in (2) become time-varying. Based on this communication
range, Ri , (2), (3), and (4) can be rewritten as follows:

ai j [k] �
{
1, z j [k] ∈ Ri [k]
0, otherwise

(11)

din
i [k] �

N∑

j=1

ai j [k] (12)
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Fig. 1 Omni-directional mobile robot

L[k] � D[k] − A[k] (13)

In the above equation, the elements of the adjacency matrix are 1 if they lie within
the communication range of agent i and 0.

Figure 2 shows examples of the graph considering communication range Ri .
Figure 2a, b shows the graphs based on (4) and (13), respectively.

In Fig. 3a, the adjacency matrix, degree matrix, and graph Laplacian are obtained
as follows:

(a) Graph based on (4) (b) Graph based on (13) 

Fig. 2 Example of the graph considering communication range Ri
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A =

⎡

⎢⎢⎢⎢⎢
⎣

0 1 1 1 1
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0

⎤

⎥⎥⎥⎥⎥
⎦

,D =

⎡

⎢⎢⎢⎢⎢
⎣

4 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤

⎥⎥⎥⎥⎥
⎦

,

L =

⎡

⎢
⎢⎢⎢⎢
⎣

4 −1 −1 −1 −1
−1 1 0 0 0
−1 0 1 0 0
−1 0 0 1 0
−1 0 0 0 1

⎤

⎥
⎥⎥⎥⎥
⎦

(a) Initial condition (b) Result trajectory 

 (c) Time-history response of state variables          (d) Time-history response of inputs 

Fig. 3 Simulation result with conventional consensus control
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Moreover, in Fig. 3b, the adjacency matrix, degree matrix, and graph Laplacian
are obtained as follows:

A =

⎡

⎢⎢⎢
⎢⎢
⎣

0 1 0 1 0
1 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0

⎤

⎥⎥⎥
⎥⎥
⎦

,D =

⎡

⎢⎢⎢
⎢⎢
⎣

2 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0

⎤

⎥⎥⎥
⎥⎥
⎦

,L =

⎡

⎢⎢⎢
⎢⎢
⎣

2 −1 0 −1 0
−1 1 0 0 0
0 0 0 0 0

−1 0 0 1 0
0 0 0 0 0

⎤

⎥⎥⎥
⎥⎥
⎦

In Fig. 3b, Agents 3 and 5 are out of the communication range of Agent 1,
and the elements of the adjacency matrix a13, a15, a31a and a51, which represent
adjacency between them, go from 1 to 0. Therefore, the graph Laplacian L becomes
a time-variant, and the overall system also becomes time-variant. Because the system
becomes time-varying, the control input in (7) is extended as follows:

ui [k] = εi [k]
N∑

j=1

ai j [k]
(
z j [k] − zi [k]

)
(14)

Here, εi [k] is the control gain expressed as a vector for each agent. Henceforth, MAS
with a limited communication range based on (14) is referred to as the conventional
method.

Figure 3 shows an example of the simulation results obtained by consensus control
using the conventional method. Figure 3a–d shows the initial state, resulting trajec-
tory, time-history response of state variables, and time-history response of inputs by
consensus control using the conventional method, respectively. In this simulation, we
set εi [k] = 1/d in

i [k]. Because the initial state in Fig. 3a is connected, a consensus is
always achieved for the basic MAS in (7). However, it was confirmed that the agents
were divided into two connected components, as shown in Fig. 3b, which resulted
from applying the conventional method. Thus, there are cases in which consensus
cannot be achieved using MAS with a limited communication range. Therefore, a
control method is required to solve this problem.

4 Funnel Control

Funnel control is a high-gain adaptive control law that aims to converge the tracking
deviation between the output of the control target and the reference value within
a predefined performance funnel [4]. Figure 4 shows the concept of performance
funnel Fϕ . e(t) and ϕ(t) are the deviations between the reference value and the
current value and the scalar function, respectively. ϕ(t) is called the funnel boundary
and is set as a function that satisfies the following conditions.
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Fig. 4 Concept diagram of performance funnel Fϕ

ϕ : [0,∞) → [ϕmin, ϕmax](ϕmax > ϕmin > 0) (15)

ϕmax and ϕmin are the maximum and minimum values of function ϕ(t), respectively.
In [5], the funnel boundary ϕ(t) was chosen as follows:

ϕ(t) = ϕmin + (ϕmax − ϕmin)exp(−λt) (16)

where λ and t are the time constant and time in the continuous-time system, respec-
tively. Thus, funnel boundary ϕ(t) starts at ϕmax and converges exponentially to
ϕmin. Fϕ is called a funnel function and set as a function that satisfies the following
conditions:

Fϕ � {(t, e)|‖e‖ < ϕ(t)} ⊆ [0,∞) × R (17)

The objective of funnel control is to converge the deviation e(t) within the funnel
function Fϕ as shown in Fig. 4. Therefore, it was proposed to increase the controller
gain γϕ as the deviation approaches the funnel boundary ϕ(t) [4]. The simplest
example as follows:

γϕ(t, e) = δ

ϕ(t) − ‖e(t)‖ (18)

Here, δ is an arbitrary constant.
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5 Consensus Control Based on Funnel Control Considering
Disconnected Conditions

This section describes a solution to the problem of the inability to achieve consensus
in MAS with the limited communication range presented in Sect. 3. We propose a
consensus control method with a newly designed control gain in (14) based on funnel
control.

The control gain is defined as εϕ[k] =
[
ε

ϕ

i j [k]
]

∈ R
2N×2N to distinguish it from the

control gain of the conventionalmethod. As shown in (14), in conventional consensus
control, the direction ofmotion and speed of the agents are determined by the number
of agents in the neighborhood and the distance between them. Therefore, the required
control gain performance must compensate for these effects. The distance between
agents i and j is defined as follows:

ei j [k] = z j [k] − zi [k] (19)

The range of ei j [k] is 0 ≤ ei j [k] ≤ r based on the radius r of the communication
range. From the above, the funnel function ϕ[k] is prepared for each relationship
between agents i and j and is defined as follows:

ϕi j [k] = ϕmin + (ϕmax − ϕmin)exp
(
−(

λ
(
k × TS − τi j [k]

))2)
(20)

τi j [k] =
{
k × TS, ai j [k] > ai j [k − 1]
τi j [k − 1], otherwise

(21)

Here, τi j [k] is an arbitrary time updated only when agents i and j are newly
connected. Figure 5 shows the proposed performance funnel using (20).

From the above, the control gain εϕ[k] is defined as follows:

Fig. 5 Concept diagram of proposed performance funnel Fϕ
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ε
ϕ

i j [k] �
{

δ

(dini [k])
2

1
ϕi j [k]−ei j [k]

, ai j [k] = 1

0, otherwise
(22)

ε
ϕ

i i [k] � 1

din
i [k]

N∑

j=1

ε
ϕ

i j [k] (23)

Based on the above, we propose the following control method expression using
the newly proposed control gain εϕ[k]:

ui [k] =
N∑

j=1

ai j [k]ε
ϕ

i j [k]
(
z j [k] − zi [k]

)
(24)

The input collectively represents all agents, as u[k] = [
u1[k] · · · uN [k]

]T ∈
R

2N×1 and is obtained as follows:

u[k] = −εϕ[k] 
 L[k]z[k] (25)

Here, 
 represents Hadamard operation and is used as follows:

⎡

⎢⎢⎢
⎣

a11 a12 · · · a1N
a21 a22 · · · a2N
...

...
. . .

...

aN1 aN2 · · · aNN

⎤

⎥⎥⎥
⎦




⎡

⎢⎢⎢
⎣

b11 b12 · · · b1N
b21 b22 · · · b2N
...

...
. . .

...

bN1 bN2 · · · bNN

⎤

⎥⎥⎥
⎦

=

⎡

⎢
⎢⎢
⎣

a11b11 a12b12 · · · a1Nb1N
a21b21 a22b22 · · · a2Nb2N

...
...

. . .
...

aN1bN1 aN2bN2 · · · aNNbNN

⎤

⎥
⎥⎥
⎦

Henceforth, the MAS with a limited communication range based on (24) is
referred to as the proposed method.

6 Simulation Study

In this section, considering MAS with a limited communication range, a simulation
is performed to verify the effectiveness of consensus control based on the method
proposed in Sect. 5.
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6.1 Simulation Overview

Figure 6 shows an example of the initial conditions used in the simulation. Each circle
represents an agent, and the gray lines represent the communication paths between
agents. In the preliminary stage, a simulation using the conventional method was
conducted for the randomly prepared initial conditions. The initial conditions under
which consensus could not be achieved were adopted as the initial conditions, as
shown in Fig. 5b. Ten thousand such initial conditions were prepared. Thus, not all
initial conditions can achieve a consensus with conventional methods that do not
consider a limited communication range. Table 1 lists the parameters used in these
simulations.

Fig. 6 Example of the initial
conditions

Table 1 Parameters for
simulations Symbol Meaning Value

N Number of agents 10

F Field size 20 × 20 m2

r Radius of communication range 5 m

Tend Simulation time 30 s

TS Sampling time 1 ms

ϕmax Maximum value of ϕ[k] 1.1 × r

ϕmin Minimum value of ϕ[k] 0.3 × r

λ Time constant of ϕ[k] 0.5 s

δ Constant value 5
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6.2 Simulation Results

Figures 7 and 8 show the simulation results for the conventional and proposed
methods, respectively. Figures 9a and 10a show the movement trajectories of the
agents. The circles, black xmarks, red lines, and grey dotted lines indicate the agents,
initial values, communication paths in the initial state, and movement trajectories,
respectively. These results confirm that the proposed method can achieve consensus
even under the initial conditions where consensus cannot be achieved using the
conventional method.

Figures 9b and 10b show the time-history responses of the state variables.
Figure 9b, which shows the result of the conventional method, shows that the conver-
gence value of the state variable splits into two at less than 5 s. In contrast, Fig. 10b,

(a) Result trajectory 

(b) Time-history response of the state vari ables (c) Time-history  response of inputs 

Fig. 7 Simulation results using the conventional control method which enlarge the part up to 10 s
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(a) Result trajectory 

(b) Time-history response of the state variables (c) Time-history  response of inputs 

Fig. 8 Simulation results using the proposal control method

which shows the result of the proposed method, shows that the convergence value of
the state variables does not split, and all agents converge at approximately 7 s.

Figures 9c and 10c show the time-history response of the inputs. Figure 9c shows
the result of the conventional method and the input range of±4. Figure 10b, which is
the result of the proposed method, shows that the inputs ranged from approximately
−15 to 20, and the range decreases after 1 s.

Figure 11 shows the time-history response of the deviations between Agent 1
and each agent and the performance funnel determined in (20). As shown in Fig. 11,
each performance funnel was generated when Agent 1 and another agent were newly
connected. Moreover, all the deviations were suppressed inside each funnel function.

Simulations were performed for 10,000 different initial conditions, and the results
confirmed that a consensus was achieved in all cases. Figure 11 shows the results
obtained using the proposed method with other initial conditions, and it is confirmed
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Fig. 9 Time-history response of deviation for Agent 1 and the performance funnel which enlarge
the part up to 10 s

that a consensus is achieved even if the distribution of agents is biased. Therefore,
the proposed method with the conditions listed in Table 1 was effective for MAS,
considering the limited communication range.

However, the proposed method has parameters, namely: ϕmax, ϕmin, λ, and δ that
need to be adjusted for each control object. ϕmax and ϕmin are the upper and lower
limits of funnel function ϕ(t), respectively. ϕmax affects the convergence in situations
where the distance between agents is large, and ϕmax affects the convergence speed
where the distance between agents is small. λ determines the degree of convergence
of ϕ(t), and δ determines the volume of the control gain ε

ϕ

i j [k]. Therefore, the graph
may split, or the convergence speed may slow do if the value of the parameters is
not appropriate. From the above, establishing a theoretical proof for the value of the
provides scope for further research.
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Fig. 11 Simulation results using the proposed consensus control with other initial conditions which
enlarge the part up to 10 s

7 Conclusion

In this study, we designed a consensus control method based on funnel control that
achieved consensus forMAS considering the disconnected conditions and performed
simulations to verify the effectiveness of our method. The results indicate that a
consensuswas achieved in all different initial conditions,which emphasizes the effec-
tiveness of the proposedmethod forMASwith a limited communication range. Thus,
it was shown that the MAS was extended to take into account the real environment,
which depend on the communication range of each agent.

Simulations were performed for 10,000 different initial conditions, and the results
confirmed that a consensus was achieved in all cases. Therefore, it was confirmed
that the proposed method, funnel function, and control gain designed in (20)–(23)
were not affected by the bias of the distribution of initial conditions. However, the
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parameters must be readjusted when the communication range is changed. Thus, the
establishment of an adjustment method with theoretical proof is an issue.

In future, we will clarify the performance limit of the parameters and establish a
theoretical proof for the adjustment method of the values. In addition, the simulations
in this study were carried out assuming a real robot; however, the model remains a
mass model. Therefore, the simulations in omni-directional mobile robot shown in
Chap. 3 are carried out to extend the MAS to a more realistic environment.
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A Secure and Effective Solution
for Electronic Health Records
with Hyperledger Fabric Blockchain

Doruntina Nuredini, Daniela Mechkaroska, and Ervin Domazet

Abstract Blockchain is a decentralized database where you are allowed to add
blocks and ready chains anytime.Blockchain technology has a great potential varying
from the financial sector, including the IoT, e-commerce, accounting and auditing,
electronic voting, asset and identity management, supply chain management, taxa-
tion, telecommunications, health care, and public services. Security and efficiency
of these types of applications remain an issue. Blockchain can address all of these
concerns in an efficient way, where it can provide benefits including easy deploy-
ment and maintenance, seamless authentication, privacy, and security. Blockchain
serves as the basis for many applications in smart cities, whereas in this paper, we
will put the focus, particularly on the sub-area of smart cities, namely the health-
care sector. We will make use of the experiences we had in smart cities, in order
to suggest an efficient solution for electronic health records (EHRs). In this paper,
we suggest a framework for EHRs that makes use of blockchain technology to store
medical records more effectively, securely, and reliably while also facilitating quick
access to them. In this regard, we are considering using Hyperledger, a permissioned
blockchain platform.
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1 Introduction

Smart cities are being developed thanks to the advances in the field of Internet of
things (IoT)-based applications. Transportation, business, industry, health care, smart
homes, and finance are just a few sophisticated services that smart cities provide.
While enhancing the quality of life for citizens, these applications require extremely
high levels of security for data management. We can utilize blockchain to develop
smart cities with improved security and privacy.

Blockchain is a decentralized database, having the option to read the chains and
related blocks anytime, from anywhere, where only the addition of blocks to the
chains is allowed, and all the other operations are strictly permitted. The Internet of
things (IoT) e-commerce, accounting and auditing, electronic voting, asset, and iden-
tity management, supply chain management, taxation, telecommunications, health
care, and public services are just a few of the industries that could benefit from using
blockchain technology.

Smart cities are expected to be improved in the sense of becoming more intercon-
nected, instrumented, intelligent, livable, safe, sustainable, and resilient as a result of
recent advancements in niche areas of ICT, including ML, AI, blockchain, automa-
tion, etc. Security, privacy, and transparency are always the most critical aspects
of any software. These all can be addressed by blockchain. Smart city transactions
can be recorded in a blockchain in various formats. Smart contracts allow for the
automatic interchange of data and the execution of complex legal processes. Due to
smart contracts and decentralized applications, blockchain offers a high degree of
autonomy to perform smart transactions during the operation of a smart city. The
benefits of blockchain technology include simple implementation and maintenance,
seamless authentication, privacy, and security.

Blockchain serves as the basis for many applications in smart cities, whereas
in this paper, we will focus on the healthcare sector. We will try to elaborate on
our experience with smart cities and discuss how that can be transferred to EHRs.
We are going to discuss the challenges and benefits of the adoption of blockchain
within health care, as well as technical requirements for block chain-based healthcare
applications will be mentioned. In this paper, we suggest a framework for electronic
health records (EHRs) that makes use of blockchain technology to store medical
records more effectively, securely, and reliably while also facilitating quick access
to them. We used Hyperledger [1], a permissioned blockchain platform.

2 Internet of Things (IoT)

Todaywe live in the age of intelligent technologies, representing pervasive computing
or Web 3.0 [2]. The IoT has become a richer field to express this new technology.
The phrase is a combination of the special words “Internet” and “thing”, where
the former is “the worldwide network of interconnected computer networks based
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on a standard communication protocol”, and the latter is a “virtual network, real,
moving or stationary object that constantly transmits information to other objects”.
The phrase “Internet of things” refers to the extension of the Internet connection to
the most comprehensive range of object kinds. Remote monitoring and management
of items are possible thanks to the Internet’s ability to interchange and communicate
the data that specialized sensors collect [3].

2.1 IoT Applications for Smart Cities

According to the study [4], 50 billion products will be connected to the Internet
by 2020. Furthermore, statistics show that (approximately) six products are used per
person [5]. This means that the use of the IoT will be enormous, and the performance
will be six times more efficient. This number itself is sufficient to demonstrate the
future expansion of IoT technology.

The building block of smart cities is IoT technology. There are many IoT options
for smart cities, ranging from Internet-connected garbage cans and connected build-
ings to IoT-based fleet management and Internet-connected cars. City authorities
can remotely monitor and control IoT-related equipment for smart cities to ensure
efficient operation.

Other examples of crucial IoT applications for a smart city include smart lighting
systems, smart traffic management, IoT-based smart waste management in cities,
IoT-based transportation, health care, etc.

A few key benefits of IoT applications for smart cities include increased efficiency
and effectiveness, reduced crime, better services, reduced traffic congestion, and
collection of large amounts of data on various aspects of city functioning. In addition,
IoT performs urban infrastructure and environmental management activities. When
developing applications for smart cities, sensors are usually used in large numbers
and need to be connected. This raises specific challenges related to the construction of
efficient and secure communication infrastructures, including location information
and data collection [6–8].

Within the smart city, digital services are more advanced than traditional legacy-
based networks. This, in turn, requires the most recent technologies, such as consid-
ering digital and communication technologies of the information to improve oper-
ations and overall services to its residents [9]. In this paper, we focus on IoT
applications for health care, particularly smart cities.

Even in the age of smart cities, the most frequently compromised patient data
includes names, contact information, and descriptions of diseases. These specifics
are digitally preserved on a system known as an electronic health record (EHR).
All information is stored in the EHR, including information on the patient, scan
reports, clinical notes, sensor data, billing data, medications, medical history, insur-
ance information, and other relevant details. Future medical research that aims to
enhance patient care and clinical practice efficiency might benefit from the EHR.
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This data is not accessible to patients and their caregivers, but it is easily acces-
sible to unauthorized third parties and easily attacked by hackers. This creates an
imbalance in data accessibility, privacy, and security.

Instead of the relevant patients, healthcare organizations have been in charge of
managing theEHR.Thismakes it difficult for othermedical facilities to access patient
information to give patients the best possible medical advice. As a result, patients
must save their health information for access in the future.

The blockchain makes the transaction decentralized and provides an immutable
ledger. Three essential characteristics of the blockchain are security, transparency,
and decentralization. These crucial components ensure that the system is highly
secure, prevent data modification, and restrict access to only authorized users.

2.2 Blockchain Technology in Smart City

With its features, blockchain technology offers cutting-edge answers to the primary
issues that smart cities face [10]. Due to this feature, blockchain allows for fully
digitalized cities where everything is regulated digitally, which lowers human labor
and saves much time. In order to foster trust, enhance infrastructural convenience,
and increase operational efficiency in a smart city, blockchain, in conjunction with
IoT, helps to promote transparency, privacy, security, and data integrity. According
to a study [11], the blockchain can be used in several smart city industries, including
health care, transportation, education, energy use, waste management, agriculture,
etc.

2.3 Healthcare Blockchain Applications in Smart Cities

The basis of a happy life for a citizen is health. The development of medical tech-
nology has brought significant benefits to the public [12]. Traditional health care
cannot meet the needs of the exponentially growing world population. It is essen-
tial to transform legacy health care into smart, efficient, and sustainable architec-
tures, due to the conflict between growing demand and limited resources. Wearable
technology, smart hospitals, emergency services, and ambulance systems are some
elements involved in making smart care a reality [13].

To enable patients to receive adequate care, patient data is essential. In the field
of smart health care, efficient exchange of patient data between can help care-
givers continuously check patients’ condition andmake real-time decisions regarding
patient health, even if they are far from the patient. There are several advantages to
using blockchain in smart assistance [14, 15]. For example, the blockchain can be
used:

• To record medical data securely and irrevocably
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• Patients have flexible access control and control over how their medical informa-
tion is used

• Transparent supply chain
• Commitments applied through smart contracts.

3 Electronic Health Records with Hyperledger Fabrik
Blockchain

In order to safely and securely store and ensure ease of access of the patient records,
here we will propose a system for storing EHRs that uses blockchain technology.

A distributed ledger based on the blockchain was created with the support of the
open-source initiative knownasHyperledger.Oneof themostwell-likedHyperledger
projects is Hyperledger Fabric [1]. It is a blockchain infrastructure with permissions
for creating tools, programs, and apps.

3.1 How Does Hyperledger Fabric Work?

In the Hyperledger Fabric network, there are different organizations that commu-
nicate with each other on the network. Each organization has a fabric certificate
authority and one or more peers. Each organization uses an ordering service shared
by the Fabric network, which helps process transactions on the network [1].

An organization-unique root certificate serves as a definition of that organization
within a network. This certificate is generated based on the root one. It ensures that
other entities on the network can connect users to their organizations. Additionally,
entities (peer nodes) within that organization can easily be identified. Permissions
for each entity on the network are also specified in these certificates, read-only
permission or full channel access permission.

The certification authority maintains a root certificate for an organization. The
certification authority also handles other related tasks and issues certificates to users
within an organization.

To carry out duties on its behalf, an organization constructs one or more peer
nodes as components. Each peer node keeps a local copy of the ledger for access,
stores and executes the smart contract code (a chaincode in Fabric), and approves
the proposed transactions from the network. To read the ledger, introduce a new
chain code into the network, or propose a new transaction, and fabric clients often
communicate with peer nodes [1].

The ordering service ensures that newly added transactions to the network are
appropriately approved and sorted into new blocks. A new transaction block is then
sent by the ordering service to peer nodes within each organization. With this new
block, peer nodes update their copies of the local ledger [1].
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3.2 High-Level Architecture of the Proposed EHR
Framework

The architecture of our proposed framework is based on the architecture of the
Hyperladger Fabric model, as we already mentioned. Figure 1 presents the high-
level architecture of the EHR framework. The application is aimed at three different
roles: patients, doctors, and administration. The administration role aims to serve as
a controller that can register other roles.

In this framework, only the patient and the doctor as authorized parties can access
the data from the blockchain. The latter can do this if the former gives explicit
permission.

Since this framework uses permissioned blockchain Hyperledger, doctors and
patients should be registered to themembership service (MSP). After the registration
process, they will have access to the system, and a certificate of authority will be
created.AnMSPspecifically abstracts away the cryptographic protocols andmethods
involved in certificate issuance, certificate validation, and user authentication. An
MSP is free to establish its definition of identity, as well as the guidelines for identity
validation and authentication (signature generation and verification).

The certificate of authority is created. An MSP specifically abstracts away the
cryptographic protocols and methods. Once the doctor and patient are registered,
they are granted with specific user id and password, in order to have access to the
system.

Each transaction in the network is encrypted with a public key that is generated
by the MSP, and then participants in the network who are granted access to the
transaction obtain the private key to be able to decrypt the transaction. Basically,
these participants are provided with different types of privileges that allow them to
do certain actions.

Fig. 1 High-level architecture of the proposed framework
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The transaction is transmitted to all nodes and authenticated by the Hyperledger
consensus algorithm.

4 Analysis and Discussion

Here are two reasons why Hyperledger (permissioned blockchain) is more superior
over Ethereum (permissionless blockchain) for our framework:

It can be troublesome because anyone can join the network anonymously and
without authorization in a permissionless blockchain. The identities of each network
participant must be known in the case of an electronic medical record system.
Utilizing Hyperledger, a permissioned blockchain network where each participant’s
identity is known makes sense as a result.

Medical data about patients is susceptible. Because every member of the network
participates in a consensus mechanism in Ethereum, data stored on the distributed
ledger that requires a higher level of privacy becomes available to all network users.
Since only nodes allowed by authorities can view patient medical data thanks to
Hyperledger’s permissioned blockchain, the privacy needs of those data are correctly
met [16].

Privacy is the biggest problem faced in permissionless blockchain platforms like
Ethereum.When it comes to the maintenance and operation of the health system, the
need to protect data from unauthorized persons is logical, which enables the privacy
of the entire health system. Table 1 gives comparison of the features associated with
the already existing Ethereum frameworks with the proposed framework.

Table 1 Comparison of the
features of the
Ethereum-based framework
and the proposed framework

Feature Ethereum Proposed

Blockchain-based ✓ ✓

Authentication ✓ ✓

Identity management ✓ ✓

Decentralized access ✓ ✓

Integrity ✓ ✓

Availability ✓ ✓

Flexibility ✓ ✓

Private (permissioned) × ✓

Public (permissionless) ✓ ×
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5 Conclusion

Technological advances have opened many new opportunities. Many architectures
are eligible to increase their security and efficiency by using the proper blockchain
technology.

Blockchain’s usage in smart cities is increasing day by day. Our focus in this
paper was the healthcare applications within smart cities. In this regards, many new
frameworks are proposed.

In this paper, we firstly analyzed the current state, andwe stated the concerns of the
current architectures. Finally, we proposed a framework that is based on Hyperledger
Fabric blockchain for the EHRs in order to increase their security and efficiency.

In future work, we plan to implement a pilot EHR system that is based on the
Hyperledger Fabric framework. We believe that this will make a significant impact
on small countries like North Macedonia and will be a good case for other countries
to start its adoption.
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Machine Learning Algorithms
for Geriatric Fall Detection with Multiple
Datasets

Purab Nandi and K. R. Anupama

Abstract Privacy of data is a significant concern, especially in the healthcare
domain; it is paramount to abide by the existing privacy regulations. However, we
require large datasets for training theML/DLmodels. Fusion of similar or related data
frommultiple datasets taken from various sources worldwide will therefore be bene-
ficial while retaining the anonymity of the test subjects. The impact of using multiple
and different datasets for testing and training is yet to be studied. In contrast, indi-
vidual datasets have been split randomly for testing and training in multiple research
works; using separate datasets and studying the accuracies of ML algorithms is yet
to be done. In this paper, we use multiple datasets for testing and different datasets
for training, and we have studied the impact of using different datasets. We found
that there was a massive drop in accuracy when varied datasets were used for testing
and training, especially when the data collection methodology and demographics
were different; in real-life scenarios, especially in relation to geriatric fall detection
systems, the training data would be collected from much younger volunteers due
to the risk factor involved when asking the elderly to fall. So the dataset and the
demographics for training will be completely different from the end users. Hence
this analysis of using multiple datasets gains immense importance.
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1 Introduction

With advances in medical research, life expectancy has increased, while there has
been an increase in nuclear families at the same time. Hence the percentage of
the elderly who live on their own has risen over the last decade. Falling is one of
the most damaging events an elderly person may experience. According to various
studies conducted by WHO [1], falls represent the second major cause of accidental
deaths worldwide, particularly among people 65 or older. Themorbidity is very high;
especially in the case of geriatrics over 80, residing in care homes. The percentage of
elderly in care homes that experience at least one fall in a year is about 50% [1]. At
the same time, 40% of them experience recurrent falls. The response time in getting
aid is crucial and has serious consequences when delayed. The delayed response
may lead to co-morbidities and permanent disabilities. There has been an enormous
increase in research, especially among the elderly for over the last two years in the
area of fall detection. During the past decade, a lot of work, primarily generated from
the United States, China and Germany [2], has been concentrating on improving the
performance of fall detection systems.

The extent to which the fall affects the elderly depends upon multiple factors,
such as the activity and the posture of the person during and before the fall. While
there are similarities in various kinds of falls, certain parameters will also vary with
the type of fall. Other than the direction that the fall takes, another critical factor is
the duration of the fall. Any episode such as sudden chest spasm or fainting causes a
fall that may last for an extended duration. Injuries are also possible because of the
surface as well as any obstacles; this might cause the elderly to experience an abrupt
and hard fall. Some research shows that the subject’s age and gender also play a role
in fall kinematics.

While several papers are based on various public datasets collected over the years,
how the datawas collected, what sensorswere used, andmachine learning algorithms
[3] that were used to predict using the sensed data are not available.

From the previous literature survey [2], it is obvious that the use of multiple
benchmark datasets has not been considered; most literature only compares machine
learning algorithms’ performance by varying the features extracted from the same
dataset. In most cases, these values are heuristically selected from test sample of
particular dataset. Since a single dataset is used, the accuracy of themodel in detecting
falls in environments that are different from the training dataset is questionable. All
work we have surveyed so far uses the same dataset for testing and training. So, it
can be concluded that since the data for test and training is selected randomly, the
data collected from the same person is used for testing and training.

In real-life scenarios, the model may be trained using data collected from a set of
volunteers or publicly available datasets. The person(s) using the trained model will
not be one of the volunteers. The age, gender and biological parameters of the person
using the model may differ entirely from the volunteers. The question is, under such
a condition will the model predict correctly? This question is what this paper tries to
address.
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The paper is organized as follows; Sect. 2 gives the background of work, Sect. 3
talks about the use of multiple datasets for testing and training ML algorithms,
Sect. 4 gives the data collection methodology used by us as well as describes the
public datasets used in this work. Section 5 presents the results and analysis, and we
conclude in Sect. 6.

2 Background

Initial research in geriatric fall detection was focussed onwearable devices that could
be placed indoors in a retirement home. Wearable devices are generally equipped
with IMU sensors; IMU sensors use position and motion-based data to detect the
orientation of the person, in case a fall occurs the sensor will be able to detect a
negative acceleration, typically these devices are worn on the torso. This might be
difficult for senior citizens as they may not be comfortable moving around with the
sensor strapped to their chest. Recently, commercially available smartphones had
in-built IMU sensors along with multiple other sensors that can be used to track the
activities of that person. Data collection from these devices is more efficient due to
the high computing power available in these devices. A survey paper that highlights
the use of smartphones in fall detection is presented in [4]; smartphones generally
are equipped with accelerometers, gyroscopes and magnetometers that can be used
to sense falls. Among these sensors, the data collected from the accelerometer is the
most significant, as it can be used to detect variation in acceleration and its integral
can be used to detect movement and position. There are two types of algorithms
currently available in the literature that are used for fall detection: a. threshold-based
algorithms b. machine learning-based algorithms.

A torso-mounted bi-axial gyroscope is used for detecting falls using a threshold-
based algorithm described in [5]. A total of 10 male volunteers with no health issues
were used for simulating falls and the gyroscope signals were analyzed for each fall.
Each volunteer was asked to perform eight types of falls each repeated three times.
WhileADLactivitieswere recorded using eight elderly people,while geriatric people
can be used for simulating ADL, the health risk involved in asking them to simulate
falls is very high, hence most datasets including the one described in [5] use young
people to simulate falls while the elderly are used for performing ADLs. Many of the
ADL activities that were simulated are quite similar to falls, such as sitting down,
standing up, lying down and getting up, and entering and exiting a car, are some
of the ADL activities that give sensor values similar to falls. Bourke and Lyons [5]
demonstrates that by using three thresholds related to angular velocity and accelera-
tion in combination with the angle of the torso, a 100% specificity can be obtained;
however as stated earlier, sensors that are worn on the torso affect the mobility of
the elderly. This research also detects falls that have an acceleration that is higher
than 6G, while hard falls may result in big changes in acceleration values whereas
soft-falls will produce a minor change in acceleration ranging from 3 to 3.5G. If we
use wrist-based wearable devices the change in acceleration maybe even lesser than
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3G; therefore ML techniques are more robust when compared with threshold-based
techniques. Multiple papers that are based on the four traditional ML algorithms;
Naïve Bayes (NB), Kth nearest neighbour (KNN), support vector machine (SVM)
anddecision trees are available. These algorithms use data collected fromwaist-worn,
torso-worn, wrist-worn and thigh-worn devices. Ramachandran and Karuppiah [3]
provides a complete analysis of these algorithms. Recurrent neural networks were
recently used to detect falls. In [6] an RNN architecture that uses accelerometer
signals fed into two long short-term (LSTM) layers is described by the authors.
The output of these layers was passed through two feed-forward neural networks.
The second of these networks generated the probability of a fall has occurred. The
model was trained and later evaluated using the URFD dataset [7], which contains
accelerometer data which is taken from a sensor that was placed on the pelvis. The
RNN algorithm produced an accuracy of 91.71%. The accuracy was improved to
98.57% by random rotation of the acceleration signal and retraining the model. The
authors in [8] also use an RNN algorithm to detect falls using only the accelerometer
data. The core of their neural network is a fully connected layer that processes the
raw data, and this is followed by two LSTM layers and the final layer is also a fully
connected layer. The authors have also used some normalization and dropout layers
in their RNN model. The model was trained and evaluated using the SiSFall dataset
[9]. The SiSFall dataset has accelerometer values sampled at 200 Hz from a sensor
placed on the belt buckle, the accuracy obtained in this model was 97.16%. In [10]
off-the-shelf smartwatch was used in order to analyze the performance of ML algo-
rithms. Using wrist-worn devices presents several challenges due to the positioning
of the sensors, incorrectly placed sensors will produce more fluctuations in the data
ads compared with sensors placed on the pelvis or the buckle. But by fusing multiple
datasets (SmartWatch and SmartFall datasets), they were able to get an accuracy of
almost 100%.

All the methodologies described in the background work use a single dataset or
fused datasets collected from similar sensors. The split of the test and the training
data is random and hence the same subject is used for training and testing the data.
To our knowledge, no paper exists that uses separate datasets for testing and training.

3 Multiple Datasets

Whileworkingwith privacy-sensitive data, especially healthcare-related, researchers
face significant challenges in model development and debugging. Often the first step
is to inspect individual examples in order to discover bugs, and outliers, generate
hypotheses and improve labelling. In many cases, public datasets are used, direct
inspection of data may be disallowed, and the data cannot be inspected. Public
datasets become important if multiple datasets are used for training the model.

Several regulations, especially concerning healthcare data, allow the only collec-
tion of relevant data, and the data can be used only for the purpose it is collected for.
The data collected cannot be used for future research. So, ideally, sensitive existing
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databases can only be used for different research directions without the possibility
of privacy violations. Emerging from these problems and as a means to distribute
the computational load of a training ML model, federated learning is proposed. The
term FL was first used in the paper [11] and described a distributed and privacy-
preserving way of training an MLmodel without others accessing private data. Even
before federated learning can be applied, there is a need to study the effect of using
multiple datasets on an ML model. The impact of training and testing with different
datasets is still work to be done. To the best of our knowledge, literature is not avail-
able that studies the impact ofmultiple datasets in training and testing. The advantage
of using multiple datasets would mean we can use data that is:

1. Massively distributed
2. Private
3. Unbalanced.

The datasets used in this paper, though, were collected using the same set of
sensors but the method of collection and the demographics were hugely different.
Some datasets have many data samples whereas some may have a limited number
of samples available. Some of the challenges when using non-inspectable public
datasets are:

1. Sanity checking
2. Model debugging
3. Data labelling
4. Detecting bias in training data.

3.1 Sanity Checking

Often the researcherswill inspect some randomexamples andobserve their properties
before training a model. This is often done to identify the size, data type and range.
This random check may also be used to identify outliers.

3.2 Model Debugging

When a model produces a result that is different from what is expected, it is natural
to inspect a subset of input data, e.g. in a classification task, a modeller might inspect
misclassified examples to look for issues in the features or the labels.
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3.3 Data Labelling

For tasks where there is a large amount of data available, if low accuracy is observed
on a specific slice of data, then it is possible especially in place of classification that
the data is incorrectly labelled.

3.4 Detecting Bias in Trained Data

Each dataset might have a particular bias when multiple datasets are used. These
biases must be checked for and corrected, especially when using a public dataset; it
is impossible to know the data’s process. The variation in the data collection process
may add bias to the data. Hence, training on one dataset and testing on another will
not produce the same accuracy as using the same dataset used for testing and training.

In this paper, we first use a single dataset with data collected from multiple indi-
viduals, data from some individuals are used for training and the rest are used for
testing. We have used multiple datasets; while one dataset has been used for training,
the others have been used for testing. By this methodology, we try to emulate the
real-life scenario where data might be collected from multiple sources and used for
testing. At the same time, the actual users of the model might be completely different
individuals.

4 Data Collection Methodology and Public Datasets

4.1 Data Collection

We collected data using a TICWatch worn by ten volunteers; the TICWatch had
multiple sensors such as a three-axes accelerometer, three-axes magnetometer, three-
axes gyroscope, three-axes linear accelerometer and a five-axes rotation vector. Data
was collected by asking the volunteers to perform 20 different ADL and fall activ-
ities. The ages of the volunteers were between 20 and 25 years, their height varied
from 5.1 feet to 5.8 feet and their weight varied from 40 to 75 kg. Several of the
volunteers had pre-existing health conditions such as malnutrition, claustrophobia,
vertigo and diabetes. The presence of these medical conditions augurs well with
naturally occurring health conditions that are a part of ageing. The following ADL
activities were simulated by the volunteers: walking slowly and quickly, climbing up
and down the stairs, jogging, transitioning from sitting to lying slowly and quickly,
transitioning from a sideways position to lying back while still remaining in a lying
position, standing up and sitting and getting up again, quickly sitting and standing
up from a chair, stumbling, quick movements of the hands and jumping in place.
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All directional falls were simulated (front, back, left and right) other than these
grabbing while falling and spinning, while falling was also simulated. A programme
was used to sense the data using the data and transmitting it via the user interface to a
system where the data was stored. The data was moved by the system automatically
into a csv file; buttons were provided on the user interface to perform every activity;
as a result, labelled data was directly produced by the program.

For the safety of the user, these activities were simulated inside a well-padded
anechoic chamber; the dataset generated had over a million data points of the ADL
and the fall activities.

4.2 Public Datasets

Three public datasetswere used, SmartWatch,Notch andSmartFall. The SmartWatch
dataset [12] was collected from seven volunteers, each carrying an MS Band watch.
The seven volunteers ranged from 21 to 55; height ranged from 5 to 6.5 ft and
weight from 45 to 104.5 kg. Each volunteer performed a pre-determined set of ADLs:
jogging, sitting down, throwing an object and waving their hands. And then, the
volunteers were asked to fall on a 12-inch mattress on the floor, namely front, back,
left, and right falls.

Using a wrist-worn Notch sensor [13], the Notch dataset was collected from
simulated fall data and ADLs. The Notch system consists of multiple individual
sensors placed on different parts of the human body to collect motion data. Seven
volunteers with ages ranging from 20 to 35 and heights from 5 to 6 ft, and the weight
varied from 45 to 90 kg, were used. The Notch sensor was paired to an android
device (tablet) via Bluetooth through a custom-built data collection app. A list of
seven ADLs, sitting up, getting up, jogging, throwing an object, waving, taking a
drink and going up and down the stairs and four types of falls, front, back, left, and
right, were performed by the volunteers.

The SmartFall datasets [14] used 14 subjects covering a wide age range of 21 to
60 and 1027 activities and 92,780 data points.

4.3 Feature Extraction

Statistical data were collected from all four data sets. The statistical parameters
collected were mean, standard deviation, variance, minimum, maximum, skew and
kurtosis. The ML algorithms were run using the statistical data as input.

We can observe from the four data sets that the volunteers used the actions
performed and the method of collecting data are entirely different. Hence, we can
better analyze the ML algorithms’ accuracy by using multiple datasets and their
statistical parameters.
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5 Results and Discussions

5.1 BITS Dataset

To understand the impact of training on a different dataset and testing on a different
dataset, we initially used only the BITS dataset and split the volunteers into two sets.
A total of 70% of them were used for generating the training data while 30% of them
were used for testing. We also ran the ML algorithms using the traditional method
of randomly splitting the data. The results of this are shown in Fig. 1.

From Fig. 1, it can be seen that when we use a separate dataset for testing and
training, there is a drop in accuracy in the case of all the four ML algorithms that
is (a) KNN [15] (b) logistic regression [16] (c) Naive Bayes [17] (d) random forest
[18].

The impact of accuracies in random forest is minimal as it employs multiple
decision trees that progressively learn from each other. In the case of KNN, there is
a drop in accuracy of about 15%; in the case of logistic regression is 18% and in the
case of Naïve Bayes 26% while in the case of random forest the drop is only 5%.
This variation, as can be observed from Fig. 1 indicates that when machine learning
algorithms use separate training and testing datasets evenwhile the demographics, the
sensors and the data collection methodology are similar, there is a drop in accuracy.
This indicates that with federated learning the performance of the machine learning
algorithms will improve.
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Fig. 1 Randomly split dataset versus separate dataset for training and testing
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5.2 Public Datasets Combinations

To further explore this, we used three public datasets; Notch, SmartFall and Smart-
Watch datasets. We tried various combinations of the three datasets for testing and
training.

Notch Dataset

We tried the following testing and training combinations assuming that the Notch
dataset will be the final user.

1. Training and testing with Notch
2. Training with SmartFall and testing with Notch
3. Training with SmartWatch and testing with Notch.

The results are depicted in Figs. 2 and 3.
It can be seen very clearly from Figs. 2 and 3, when using different datasets for

training and testing there is a big drop in accuracy. From Sect. 3, where the data
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Fig. 2 Notch for testing and training versus SmartFall for training
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Fig. 3 Notch for testing and training versus SmartWatch for training
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collection methodology is described, it can be observed that even though similar
sensors were used in the demographics of the volunteers, the ADL activities and the
fall activities were different, which is close to what we can get in real-life scenarios
as neither the ADL nor the Fall will be planned activities for a user. Hence, the
prediction may be completely incorrect. In the case of testing and training with
Notch, the accuracy varies from 90 to 96%, respectively, but when SmartFall was
used for training, there is a drop in accuracy that varied between 30 and 48%. The
maximum drop in accuracy was observed in random forest even though progressive
learning was used. KNN in this case gave the best results, the drop in accuracy being
only 30% which is still a large drop. As the datasets do not describe clearly the
methodology used for collecting the data, neither do they give the details of which
data is matched with which volunteer due to data privacy issues, it is difficult to
analyze why KNN seems to have a lesser drop when compared with random forest.

SmartWatch Datasets

We tried the following testing and training combinations assuming that the Notch
dataset will be the final user.

1. Training and testing with SmartWatch
2. Training with Notch and testing with SmartWatch
3. Training with SmartFall and testing with SmartWatch.

The results are depicted in Figs. 4 and 5.
It can be observed from Fig. 4, when the Notch is used for training with Smart-

Watch for testing, there is a huge drop in accuracywhich varies from28% in logistical
regression to 67% in the case of random forest. This huge drop in random forest can
be explained by the fact that the number of data points in the case of Notch (10,645) is
much lesser than the number of data points that could be extracted from SmartWatch
(34,019).

0

0.2

0.4

0.6

0.8

1

1.2

KNN LR NV RF

SmartWatch used for tes�ng and training

SmartWatch for tes�ng and Notch for training

Fig. 4 SmartWatch for testing and training versus Notch for training
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Fig. 5 SmartWatch for testing and training versus SmartFall for training

In the case of Fig. 5, it can be observed that the drop in accuracy is almost
negligible; in fact, in the case of Naïve Bayes the drop in accuracy is almost 0%;
this is because SmartFall and SmartWatch, other than using the same sensors used
volunteers with the same demographics. The data collection methodology cannot be
commented upon as the details were not provided in the public dataset. In reality,
it is difficult to train the system using volunteers from the geriatric age range while
people above 50 or 60 can be asked to simulate daily activities; it is risky to subject
them to simulated falls. SmartFall and SmartWatch used users in the geriatric age
range to simulate daily activities, hence, the ML algorithms yield a similar accuracy.

SmartFall Datasets

We tried the following testing and training combinations assuming that the Notch
dataset will be the final user.

1. Training and testing with SmartFall
2. Training with Notch and testing with SmartFall
3. Training with SmartWatch and testing with SmartFall.

The results are depicted in Figs. 6 and 7.
It can be observed from Fig. 6 that the pattern of drop in accuracy between 28% in

the case of logistic regression to 70% in the case of random forest follows a similar
pattern to Fig. 4. The reason again is that the number of data points in the case ofNotch
(10,645) is much lesser than that of SmartFall (92,780) and the number of volunteers
was twice that of Notch. Also, the SmartFall demographics were completely different
from that of Notch. Hence, the variation in accuracy and especially the drop in the
case of random forest is expected.

Again, the similarities in accuracies from using SmartWatch for training and
SmartFall for testing are expected as can be observed from Fig. 7. The accuracies are
similar since the demographics, sensors and data collection methodologies remain
the same for SmartWatch and SmartFall.
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Fig. 6 SmartFall for testing and training versus Notch for training
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Fig. 7 SmartFall for testing and training versus SmartWatch for training

6 Conclusion

In a data-centred world where people are expected to share their data, it is very
important to preserve data privacy especially when it is regarding health-sensitive
information. It is also necessary that a large amount of data is required for training
ML and DL algorithms. In the case of an application such as fall detection, not many
public datasets with multiple volunteers are available. To the best of our knowledge,
the number of volunteers has not exceeded 14–15 also if we are talking about fall
detection in geriatrics, the demography of the training volunteers is expected to
be completely different from the demographics of the end users. Though multiple
smart devices such as smartphones and smartwatches have been used to generate
public datasets, they have certain shortcomings in terms of the kind of sensors used;
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these sensors essentially are not medical-grade sensors but rather are used to track
certain fitness activities. At the same time, the volunteers used for collecting the
data are usually in the age range of 20–40. As it is a huge health risk to ask anyone
above 40 years to fall. Also, several of the public datasets available simulate very
few ADL activities and the ADL activities simulated have very less resemblance
to the fall activities. Hence, the extracted data gives high accuracy. In real-world
scenarios, many daily activities may resemble fall activities, especially kneeling on
the ground, lying on the ground, getting up/sitting up abruptly, bending, etc. Hence,
it is possible that some of the daily activities may be misinterpreted as fall activities.
The solution to this problem is to train the device using multiple datasets collected
from wide demographics in terms of nationality, age, gender and pre-existing health
conditions. A single dataset may not suffice to train the system, although attempts
have been made to fuse the datasets []; the fused datasets are from public datasets
that use similar sensors, similar demographics, similar activities, and similar data
collection methodologies. The solution to this is to use a widely distributed dataset
for incremental training of the various ML and DL algorithms. This leads us to the
necessity of using federated learning. Federated learning has only gained prominence
in the last couple of years;while there are studies of federated learning techniques, the
actual implementation of fall detection is yet to be carried out. In this paper, we have
experimented with our dataset (BITS dataset) as well as public datasets to understand
the impact of using multiple datasets for testing and training. From our results, it is
obvious when the test and the train demographics are completely different, and an
insufficient number of activities are simulated there is a huge drop in accuracy. The
only way forward especially in the area of geriatric fall detection is to use federated
learning across a distributed dataset sourced frommultiple public datasets and clinical
data. Our future work will concentrate on implementing federated learning with the
use of incremental learning in decision trees to develop a proper ML/DL model that
can be used for medical grade fall detection applications.
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Is Internet Language a Destroyer
to Communication?

Chan Eang Teng and Tang Mui Joo

Abstract Internet language is known as the new form of language that has been used
on social media by the Internet users. Since the Internet language has been widely
used through socialmedia, there is some influence on the users’ behaviour.As a result,
the use of the Internet language is feared to undermine the authenticity of the original
language. Language is a significantly important communication tool for everyone,
and hence, there are many studies on human communication. As the emergence of
the Internet is growing fast, language has been affected and caused by the inventions
of Internet language which is also known as Internet slang. It is also nowwidely used
by people in their daily communication. However, there are several problems caused
by Internet language. For example, people who seldom use the Internet could not
understand the Internet language which might cause communication problems, the
loss of language authenticity, and generation gap. As the study of Internet language
is not broad, a few problems still remain unknown such as the communication habits
of Internet language users, the level of understanding of the original language, and
how elders are out of touch with contemporary society due to the Internet language.
Quantitative researchmethodwhich is an online survey is used to study the generation
Z who were born from 1997 to 2012 and baby boomers who were born from 1955 to
1964. The reasonwhy this research targets these selected samples is to investigate the
generation gap between gen Z and baby boomers that the Internet language brings
to them. The research is intended to investigate how the Internet language affects
human communication habits. This research has found out that the Internet language
has actually affected human communication habits, because the Internet language
has become a part and parcel of their communication style.
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1 Introduction

Internet language is widely usedwhen communicatingwith each other. Nevertheless,
it has drastically changed the ability of understanding certain terms or words that are
used within the networking or in daily conversation among the users. For example,
one of the earlier Internet languages used on social media is “LOL”, laugh out loud
to indicate a funny thing by Wayne Pearson back in the 1980s when he was chatting
with his friend [1]. LOL now has been inducted into the Oxford English Dictionary
[2]. As of now, many more Internet languages are flooding the social network. The
Internet language is able to express the message in a more interesting way and could
have saved themessage typing time by using an abbreviation or short form.No doubt,
every coin has two sides, and effects might occur as it shows. The “new vocabulary”
might confuse other people who might not be familiar with the meaning and cause
misunderstandings. Hence, this study is to identify the impact of Internet language
on social media on communication behaviour among people. The area of the research
included the communication style, the impacts on language itself, and impacts on
the older generation.

2 Literature Review

2.1 Internet Slang and Communication Style

Communication style is basically the method of an individual interacting and
exchanging information with one another [3]. Due to the rapid growth of the Internet
and social media, it causes the development of a new language called Internet
language, Internet slang, and texting slang. A common question raised is, why do
people in contemporary society like to use Internet language in their daily communi-
cation?AsAzida Sabri [4] found out, the use of Internet language could be associated
with three factors that are secrecy, time, and trend. Sometimes people use Internet
slang all the way in their communication and sometimes only a little [5]. By using
Internet language, communication between one another turns to be more secretive
[5]. This will develop a mysterious communication style where the words, phrases,
and even the whole conversation might not be completely understood by someone
who does not join the conversation.

2.2 Internet Language Destroys the Authenticity of Language

Texting and communication online have emerged as the mainstream of young people
that predominantly use non-standard language or can be understood as Internet
language [6]. Majority of the young people who use social media like to apply
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homophones and abbreviations [7]. As a result, the Internet language has affected
the vocabulary of the language which will cause the youth that have not shaped their
self-consciousness to follow and gradually lead to lost authenticity of language.Apart
from that, not only youth but also the elderly is influenced by the Internet from time
to time. People are unaware that they have been communicating in a manner that is
different from their typical daily conversation. The depth and quantity of information
available on the Internet gave way to a new language known as Internet language [8].
Besides, people who are non-Internet users need to take a longer time to understand
it. When it comes to Internet language, it has been a significant component of the
Internet itself since it first appeared, and it also becomes more difficult to under-
stand that more often used as time goes on [8]. Here, the question raised, whether
the Internet language will deteriorate and challenge the authenticity of the original
language.

2.3 The Impact of Internet Language on the Older
Generation

The use of Internet language and new words is becoming more and more contagious
among teenagers due to the phenomenon of language modernization among gener-
ations Teenagers today can easily comprehend and use the Internet slang for their
community [9]. Everyone shall witness the emergence of a new culture, which is
inextricably linked to the emergence of a new language [10]. The older generation
has been misunderstood in social network conversations because of the non-standard
language used in online communication. Older generations are slower to grasp the
digital world, more cautious, and less receptive to the changes that are occurring
because they did not grow up with this modern phenomenon [11]. According to
Eliza and Marigrace [12], language changes across space and social groups. Most of
the words that the older generation do not understand come from online social plat-
formswhen the young generation gathers. GenerationZ individuals need to formalize
their writing and refrain from using superfluous spelling innovations, capitalization,
abbreviations, emotions, and punctuation that may confuse baby boomers in order to
minimize discrepancies and close the communication gap [11]. It is also possible to
direct the development of the communication system in favour of the ideas of a just
society [13]. The older generation should also be knowledgeable in online literacy
in order to interact with the younger generations [11].
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3 Theoretical Framework

Informalization is a theory that states that informal language is now being formalized
and used in society instead of within close relationships. Internet language is a very
informal language due to its unusualness like abbreviation and short form. Informal
style of language has brought some influence to individuals and society, especially the
communication habits and style. This is because informal language like the Internet
language leads a conversation towards a more relaxed manner which will help in
smoother communication among people. However, using it in formal situations like
businessmeetingswill showunprofessionalism.RandomFluctuation theory explains
that language is unstable and changes may often occur unpredictable. Language is
not fixed but is constantly changing based on the culture, situations, and behaviour
of an individual or society. When those multilingual people use the languages they
are experts in, they might bring a new vocabulary or use it on social media platforms.
At the same time, those who do not understand the meaning behind might interpret
the languages via their own understanding and more homophonic words are created.

4 Methodology

4.1 Subjects/Participants

Quantitative method is employed to carry out the research where online survey is
chosen as it is the most common method that is widely used to collect data from
a group of people by asking them questions when it needs large sample size to
generalize the data. A total of 107 samples of Generation Z (1997–2012) and baby
boomers (1955–1964) are included in this online survey. The target population was
chosen because generation Z is more accustomed to the internet and new media than
baby boomers, who have less exposure to and knowledge of this Internet and also
newmedia. Therefore, it is able to let the research continue about the communication
behaviour between Internet language users (Gen Z) and non-users (baby boomers).
Besides that, from the target population, the research can also get opinions about the
topic of “how far the Internet language has destroyed the authenticity of language”.
Furthermore, this research intends to show how seriously the Internet language has
impacted on the older generation which is the baby boomers by targeting generation
Z and baby boomers to fill up the online google survey form.

4.2 Research Design

The research method that is used in this research is the quantitative research method,
which is an online survey questionnaire. The survey questionnaire includes three
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main sections which are demographic, social media behaviour, and the impact of
Internet language on communication habits. The online survey is conducted from 5
August 2022 to 25 August 2022 using convenience sampling.

5 Result

5.1 Demographic Profile

As shown in Table 1, the majority of the respondents are occupied by the age group
of 18–24 which have 59.8%, 64 respondents out of 107 respondents. Followed by
respondents aged 50 and above which is 13.1%. Meanwhile, the lowest percentage
which is 2.8% are under 18 respondents. The respondents are highly participated
by females compared to male respondents which are 69.2% and 30.8% accordingly.
As for the occupation status of this survey participated mostly by students which
are 57.9%, while the lowest percentage goes to the self-employed and housewife or
househusband, 9.3% as both of them have the same percentage.

Table 1 Demographic
profile Age Frequency Valid percentage (%)

Under 18 3 2.8

18–24 64 59.8

25–34 13 12.1

35–49 13 12.1

50 and above 14 13.1

Gender Frequency Valid percentage (%)

Male 33 30.8

Female 74 69.2

Occupation Frequency Valid percentage (%)

Student 62 57.9

Employee 25 23.4

Self-employed 10 9.3

Housewife/
Househusband

10 9.3

Source Online survey conducted from 5 to 25 August 2022
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Table 2 Encounterment of Internet language

How do you encounter Internet language? Frequency Valid percentage (%)

Through conversation with others 71 66.4

Internet and social media 97 90.65

Magazine/newspaper 10 9.3

TV series/drama 31 29

Source Online survey conducted from 5 to 25 August 2022

Table 3 Level of understanding of Internet language

What is your level of understanding of Internet language? Frequency Valid percentage (%)

0 5 4.7

1 7 6.5

2 19 17.8

3 28 26.2

4 39 36.4

5 9 8.4

Source Online survey conducted from 5 to 25 August 2022

5.2 Understanding of Internet Language

Table 2 shows the majority of the respondents encountered Internet language via
Internet and social media where Internet and social media have been the main source
of Internet language. Table 3 shows the majority of the respondents possess above
average level of understanding of Internet language. This is in line with the finding
of Fish [9] that teenagers today can easily comprehend and use the Internet language
since they are active on social media. Table 4 indicates most of the respondents
use Internet language in their daily communication be it online or offline. This is
due to the features provided by Internet language such as convenient, entertaining,
expressing emotions, and following the trend as shown in Table 5. Based on Rezeki
andSagala [14], it explains that Internet slang couldmake conversationsmore relaxed
and comfortable. Table 4 also shows the usage of Internet language has become very
common in all types of communication but not limited to only online daily commu-
nication. However, the result shows the usage of Internet language in academics is
somehow limited.

5.3 Impact of Internet Language on Communication Habits

Tables 6 and 7 show the impact of Internet language towards the respondents.
Majority of them acknowledge that the heavy use of Internet language might ruin
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Table 4 The usage of Internet language

When do you use Internet language? Frequency Valid percentage (%)

Daily communication with others 53 49.5

Online communication with others 77 72

Phone texting 69 64.5

In academic 8 7.5

I don’t use Internet language 19 17.8

Source Online survey conducted from 5 to 25 August 2022

Table 5 Reason of using Internet language

Why do you think people use Internet language? Frequency Valid percentage (%)

Convenient 70 65.4

Entertainment 68 63.6

Emotions express 68 63.6

Follow the trends 56 52.3

Source Online survey conducted from 5 to 25 August 2022

or destroy the grammar and authenticity of the language. At times it also creates
misunderstanding as there is no standardization of the interpretation of internet
language and inability to type or interpret long original messages. However, the
usage of Internet language is less likely to make people less socialized. Table 7 also
shows that Internet languagemakes the communication funny and humorous. It helps
to improve the communication speed, gives space to cultivate creativity, eases the
process of learning language, and builds some bonding in the community.

From the correlation coefficient test, it shows that the correlation between the
Tendency of Using Internet Language in Daily Communication and Entertainment
is highly significant. The higher the tendency of people to use Internet language in
their daily communication, the more entertaining it is. This is in line with the review
about how the Internet language will have an impact on the communication style

Table 6 Negative impact of Internet language

Negative impact of Internet language Frequency Valid percentage

Ruin or destroy the grammar and authenticity of language 76 71

Misunderstanding 71 66.4

Make people become lazy in typing long messages 57 53.3

Detrimental to language development 37 34.6

Decrease the ability to perceive and use original language 47 43.9

Make people less socialize 8 7.5

Source Online survey conducted from 5 to 25 August 2022
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Table 7 Positive impacts of Internet language

Positive impact of internet language Frequency Valid percentage

Improve the communication speed 72 67.3

Able to cultivate people’s language creativity 56 52.3

Communication among people becomes funny and humorous 82 76.6

Make it easier for people to understand and learn language 37 34.6

Symbolizes community identity 33 30.8

Building stronger bonding in community 39 27.1

Source Online survey conducted from 5 to 25 August 2022

of an individual as it makes the conversation more relaxed and comfortable [14].
This also implies that the Internet language in a conversation is more entertaining
compared to the original language. The correlation coefficient test also indicates
the correlation between Age and The Level of Understanding of Internet Language
is highly significant. The older the person is, the lower their understanding of the
Internet language. This is also in line with the review that the older generation could
not understand and sometimes misunderstand the Internet language that frequently
appears in social networks compared to teenagers [11]. Another correlation between
Daily Communication with Internet Language and The Ability to Perceive Original
Language is highly insignificant. The more people use Internet language in their
daily communication, the more their ability to perceive and use original language
will decrease. This is in linewith the review that the Internet language has affected the
vocabulary of the original language [9]. The test also shows the correlation between
Daily communication and The Cultivation of Language Creativity is significant.
When more people use the Internet language in their daily communication, the more
it will cultivate their language creativity. The use of Internet language can cultivate
people’s language creativity by creating new vocabularies which have transformed
into a new form of language. This finding has challenged the previous finding which
indicates that the Internet language will destroy the authenticity of language.

6 Conclusion and Discussion

As social media is now flooded with different kinds of Internet language, people are
forced to understand themeaning of Internet slang in social networks not only in daily
communication but also in the media content. Informalization theory stresses that
informal language is now being formalized and used in society instead of within the
close relationship. The result also implies the instability of one language as it might
change at times as explained in random fluctuation theory. This is shown when some
of the Internet languages which used to be informal are now included in the Oxford
Dictionary as the formal language. And at the same time, the Internet language also
changes from time to time depending on the usage and popularity of it. This is in line
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with the highlight of randomfluctuation theory that languagesmight be insatiable and
fluctuated. The result also implies that Internet language makes the communication
more relaxing and entertaining which has added some elements in communication.
With the speed that saves more time in communication, Internet language is a bonus
in human communication. The Internet language has obviously affected the commu-
nication habits of Internet users as they will use it in online communication and daily
communication. It is also worth mentioning that the unique cultural phenomenon of
the Internet language not only provides people with a language form for communi-
cation, but also opens up new research space for other areas of communication such
as organizational communication, corporate communication, or communication in
academics. However, some still hold a comparatively negative attitude towards the
Internet language as it is not standardized, and thismight createmisunderstandings in
communication. Many opined that Internet language is convenient and entertaining
as it provides a sense of humour and makes people feel more relaxed in communica-
tion. On the other hand, people also have the fear that Internet language will ruin the
authenticity of language and cause misunderstanding in daily communication. Due
to the time complexity, this research only reports the generalized data collected from
the online survey to gauge the idea of how the Internet language has impacted both
the baby boomers and Generation Z which focuses on their daily communication.
The result of this research shall be further discussed by investigating the impact of
Internet language in other forms of communication.
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Abstract Anomalous trajectory detection has a prominent place in many real-world
applications, as for example taxi fraud detection. Several approaches have been pro-
posed over time, but in this paper the goal is to analyze and compare two novelmodels
(GM-VSAE and ATD-RNN) which have addressed the problem differently. How-
ever, both of them have already overcome traditional anomalous trajectory detection
methods. For this purpose, we have worked on a real-world taxi trajectory dataset, in
whichwe introduced some anomalies. First, we conducted an explanatory analysis of
this dataset. Then, we explained the principles of the two models, highlighting their
differences and finally, we evaluated their performances on the considered dataset.
Results show that GM-VSAE is more efficient even if both models have shown their
relevance in detecting anomalous trajectories.
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1 Introduction

The advancement in technology has increased spatio-temporal data. Different tech-
niques can be used for data-mining trajectory data. These techniques are used in
different stages like pre-processing, data management and other variety of tasks
(such as trajectory pattern mining, outlier detection and trajectory classification).
In the pre-processing stage, we have to deal with several issues, such as noise fil-
tering, segmentation, map matching, trajectory compression and stay points. Data
management stage deals with the trajectory segmentation and divides the trajectory
based on the time interval, the spatial shape and the semantic meaning before both
classification and clustering.

We can also transform the trajectories into different forms like graphs, matrices or
tensors. After transformation, we can perform another series of steps like collabora-
tive filtering, matrix factorization and tensor decomposition [1]. Trajectories can be
divided into four categories: mobility of people, mobility of transportation vehicles,
mobility of animals, mobility of natural phenomena. Trajectory outlier detection
has become an important task in the trajectory analysis. Most of the traditional tra-
jectory detection algorithms are based on classification, clustering and distance or
density-based statistics.

These algorithms use different distance metrics for the detection of outliers, such
as Euclidean, Hausdorff, Longest Common Subsequence (LCSS) [2]. These tradi-
tional methods cannot handle the variety and the complexity of trajectory data and do
not provide efficient online trajectory outlier detection [3]. Deep learning methods
can solve this problem while being more efficient than the traditional methods. Due
to the sequential nature of the trajectory data, we have compared in this paper two
sequential methods proposed by Liu et al. [3], Song et al. [4]. We have also tested
these methods on real taxi trajectories dataset: Taxi Service Trajectory. Finally, we
have evaluated the performance of the models based on the architecture and evalua-
tion metrics, i.e., precision, recall and F1-score.

2 Related Work

Data mining has become very important in the analysis of trajectories, because of the
complexity and variety of trajectory data. The main tasks of trajectory mining can
be categorized into four categories: trajectory classification, trajectory prediction,
trajectory pattern mining, outlier detection. We also need to deal with several issues,
such as noise filtering, segmentation and map matching during the pre-processing
stage. Noise filtering is done generally to improve data quality, due to the poor signal
of the GPS device. Different filters can also be used to remove noise in spatial data.
These filters include mean or median filter, Kalman and particle filter and heuristic-
based outlier detection.
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Table 1 Summary of distance metrics

Metric Literature year Time complexity Anti-noise property

Euclidean Clarke [7] O(n) Weakest

Hausdroff Huttenlocher et al. [8] O(m ∗ n) Weak

Longest common
sub-sequence (LCSS)

Robinson [9] O(m ∗ n) Strong

Dynamic time
wrapping (DTW)

Sankoff and Kruskal
[10]

O(m ∗ n) Weak

Stay point is the point where the moving object has stopped for a certain time [1].
Sometimes spatial data is not of the same importance because of the stay points. To
solve this problem, Li et al. [5] proposed a stay point detection algorithm. It checks if
the distance between the anchor and the last successor point is larger than the given
threshold. It then measures the time between the anchor and the successor, so the
measured time is larger than the threshold and the point is considered to be a stay
point.

Trajectories segmentation is important, because most of the trajectories are com-
plex, and it is difficult to extract the pattern for the classification or clustering. Seg-
mentation of trajectory can be done using the time interval, and the shape of the
trajectory, and also by the semantic meaning [1]. We can use the Douglas-Peucker
algorithm to find out the key points of the trajectory for the simplification of the
trajectory [6].

The detection of anomaly in trajectory is a very important task too in the analysis
of the trajectory data. Different methods are used for the detection of anomalies, such
as classification-based methods, clustering-based methods, distance-based methods,
density-based methods and statistic-based methods [2]. Clustering methods can be
effective, as most of the trajectory data is not labeled.

Distance-based methods find out the outlier by calculating the distance between
two objects. One of the best techniques to find out the distance is to use the k-nearest
neighbors. The worst time complexity of this algorithm is O(n2), where n is the
number of trajectories. Different distance metrics can be used for the distance-based
methods. Density-based methods depend on distance-based methods because the
density is usually defined by the Euclidean distance. The worst-case time complexity
is the same in the distance-based methods. The distance-based and density-based
methods are not effective approaches if the data is large. The summary of the distance-
based metrics is given in Table 1.

Statistical-based methods incorporate probabilistic models and perform well for
large amount of data, but they are not so ideal for the high-dimensional data. Hidden
Markov Model (HMM) is used for the high-dimensional data. Suzuki et al. [11]
used HMM to model the spatial and temporal features of human trajectories in video
data. They used eigenvector decomposition to project the data fromhigh-dimensional



540 M. E. Siddique et al.

space to the low-dimensional space. The outlier can be detected using the likelihood
score of the HMM.

Lee et al. [12] introduced a partition-and-detect framework and presented an
Abnormal Trajectories Outlier Detection (TRAOD) algorithm to detect the anoma-
lies, using the shape of dissimilarities and the local motion of the sub-trajectory. The
distance metric used in this method is hausdroff distance which does not involve
the common deviation between the sub-trajectories. This distance-based methods
require suitable parameters. To overcome this problem, Liu et al. [13] introduced
the Density-Based Trajectory Outlier Detection (DBTOD) algorithm, which can
detect both anomalous sub-trajectories and anomalous local trajectories. Both of
these methods used partition and detection framework.

3 Dataset Description

We considered the public dataset Taxi Service Trajectory1 which describes one-
year trajectories performed by 442 taxis running in the city of Porto, in Portugal,
from 01/07/2013 to 01/07/2014. It contains 1,710,670 data samples and each one
corresponds to a completed trip. Each trip is characterized by 9 features. For each
trip the GPS coordinates of the taxi are given every 15 seconds. We focused on the
following important 5 features:

• TRIP_ID: a unique identifier for each trip.
• TAXI_ID: a unique identifier for the taxi driver who performed each trip.
• TIMESTAMP: the start time of the trip.
• MISSING_DATA: it is False when the GPS data stream is complete and True
whenever, at least, one location is missing.

• POLYLINE: trajectory of the trip in the form of a list of GPS coordinates (WGS84
format), in which each pair [longitude, latitude] is taken each 15 seconds of the
trip.

3.1 Explanatory Data Analysis

First we have preprocessed our dataset removing trips in which the GPS data stream
is not complete (MISSING_DATA = True), and ones in which the trajectory is con-
stituted by just zero or one pair of coordinates.

We plotted in Fig. 1 the number of trips or trajectories performed per month. In
average, 140,000 trajectories are performed each month. The month of May 2013
corresponds to the highest number of trajectories.

1 https://www.kaggle.com/c/pkdd-15-predict-taxi-service-trajectory-i/data.

https://www.kaggle.com/c/pkdd-15-predict-taxi-service-trajectory-i/data
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Fig. 1 Number of trajectories per month

Fig. 2 Distribution of number of trajectories per taxi

Figure 2 represents the distribution of the number of trajectories per taxi, respec-
tively in the whole dataset and during the month of May 2013. The distributions are
similar, while the mean and the standard deviation are just scaled by a factor around
ten. For the next experiments, we decided to focus only on the month of May, as it
is quite representative of the entire dataset.

So, after reducing our dataset, we have performedmore detailed analysis to under-
stand the current usage of taxis in Porto. Figure 3 represents the number of trips per
day during the second week of May. For each day, we plotted in Fig. 4 the number
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Fig. 3 Number of trips per day

Fig. 4 Number of starting trips per hour

of starting trajectories per hour. Through these plots, we can already have different
insights:

• It is noteworthy that days in which more taxi trips are done are from Thursday to
Saturday. More in general, people prefer taking advantage of taxis during the long
weekend, while less trips are done in the first part of the week.

• We can then divide the week into three chunks: from Monday to Wednesday,
Thursday to Friday and the short weekend:

– In the first group, we have few trips until 8 am, then a peak between 9 am and
11 am, and later another smoother peak between 5 pm and 7 pm. After that, the
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Fig. 5 Distribution of trips distance and duration

number of trips starts decreasing. Obviously, this trend is strongly connected
with the working hours, as most people start working in that time slot, but the
return to home is more diluted over time.

– In the second group, we can see different peaks: two of them are in the same
correspondence of the ones before due to the round trip from home to work. On
Friday, we can suppose that people come back home a bit earlier, since the peak
is a bit shifted, around 3pm. There are also other two peaks during night, so it is
conceivable that people usually go out in these two days, and need a taxi during
the night.

– In the weekend, this behavior is more emphasized as the majority of taxi trips
are done also during night. However, during the daylight we can register only
few trips, and we noticed the absence of the two classical peaks, since most of
people do not work.

We have gone further in the feature engineering process, and we have also
extracted from our raw data the total distance of each trip and its duration. For
this purpose, we have computed for each trip the distance between each pair of coor-
dinates and then sum all the measurements. We have used the geodesic distance,
which is more adapted than the Euclidean distance. The computation of the duration
of a trip is mainly based on the number of [longitude, latitude] pairs as we have a
record each 15 s.

The distribution of the duration and the distance of trips is given by Fig. 5.
As expected, we can notice that the two distributions are very correlated. The

mean trip time is around 12 min while the mean trip distance is 6.5 km. The majority
of the trips are quite short, and the third quartile of the distribution of the trip time
is 15 min. In fact, a lot of trips take place inside Porto, and just few trips have a far
destination from the starting point. Globally, the mean trip speed is around 27 km/h.

Finally, we presented in Fig. 6 a heatmap, which allows to understand which are
the more common places in which people usually get a taxi, and which are their more
common destination.

In Fig. 6, for the departures, we have highlighted, on the map, the first three
hotspots. The first one is the Porto Campanhã station, that is the main rail station of
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Fig. 6 Taxi trips departures in May 2013

Fig. 7 Taxi trips
destinations in May 2013

the city, while the second one is the other, more ancient but more central, railway
station, São Bento. The third hotspot is the University Hospital Center of São João,
which is both the main hospital of the city and a medical school.

Figure 7 shows that the first two more requested destinations are the Porto Cam-
panhã station and the Porto airport. The third popular destination is the other railway
station, but more in general all the historic center is a common arrival point. We can
notice that between points of departure and destinations there is a substantial differ-
ence: the former are scattered all over the city and they are placed both inside the
center of Porto, but also outside “Via de Cintura Interna”, the ring road: the orange
one on the Fig. 6, which encloses the city center. On the other hand, destinations
are almost all concentrated in the city center, inside the ring road, and this is quite
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Fig. 8 Visualization of an injected outlier

reasonable. The few exceptions are the airport, the São João hospital and the Parque
de Cidade at the west of the city, which is in Fig. 7, it located 4 cells.

3.2 Injected Trips Anomalies

As in [3], we generated several anomalies for evaluation since the dataset is unla-
beled. The number of injected anomalies is around 5%of the size of the entire dataset.
Figure 8 shows an example of injected anomalous trajectory having the same starting
and ending point, as a real normal trajectory. Our objective is to compare two meth-
ods for the detection of these anomalous trajectories: Gaussian Mixture Variational
Sequence Auto-Encode (GM-VSAE) and Anomalous Trajectory Detection using
Recurrent Neural Network (ATD-RNN).

4 Experiments: GM-VSAE Versus ATD-RNN

The Porto Taxi Service Trajectory dataset is based on the GPS coordinates. In previ-
ous studies on GPS coordinates-based datasets, deep learning models are based on
sequential learning such as: Long Short-Term Memory (LSTM) which is an RNN
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architecture that shows efficient results. LSTM-based approach has been used in
recent studies, because of its ability of sequential learning, and it is also efficient in
online detection of outliers. We have chosen to compare two sequential-based mod-
els: GM-VSAE proposed by Liu et al. [3] and ATD-RNN proposed by Song et al.
[4]. Both models gave promising results on the Porto Service Trajectory dataset. The
code of both models is available on github. We have run these models with the same
pre-processing steps explained in [3, 4].

4.1 GM-VSAE

Trajectory data has become more complex due to the advancement in location-based
technology. Traditional anomalies detection method cannot deal with the large and
complex trajectory data. However, deep learning methods can provide solutions to
this problem and are also able to detect anomalies in an efficient manner. Liu [3] char-
acterized the anomalies as route switching and detour because the normal route def-
inition cannot handle the variety, complexity and the sequential correlation between
the routes traveled in the real-world scenarios. Trajectory is considered as detour
anomaly if the route of the trajectory is longer than the normal route.

Anomalies detection in trajectory depends on the discovery of normal routes of
trajectory. It is difficult to detect the normal routes because of the complexity of the
transport system, and the variation of the route in different places. It is important to
detect the anomalies online in the real-world scenarios, which is a challenging task
due to the fast generation of the trajectory atmassive scale.Detection of normal routes
online is possible by assigning and updating the score according to the sequential
information of the trajectory. However, it poses two problems: first is the complexity
and variability of the trajectories data and second is the sequential correlation of
the route traveled by the real-world trajectories. GM-VSAE provides the solution of
these two problems and detects the trajectory anomalies online.

The architecture of the GM-VSAE consists of three components: route inference
network, probability distribution of the routes and generative network. Route infer-
ence network converts the trajectory information into a vector in a latent space. RNN
is used to capture the sequential information of the trajectory and handles the input
in the form of the vector. Token embedded layer is introduced to convert the trajec-
tory information into another vector. The sequential information is captured by RNN
and represented in the latent space. In the second step, the probability distribution
is used to measure the likelihood of the route to be considered as normal. It is a
difficult task in the real-world scenario as the routes can be of different types, such as
highway, street, ramps and others. To tackle this problem, C types of different routes
are assumed for a given trajectory, here C is the hyper-parameter of the model. Two
types of probability distribution (multinomial distribution and gaussian distribution)
is used to discover the normal routes in the latent space. Multinomial distribution is
used to model the probability of the type of the roads, while Gaussian distribution
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Fig. 9 Architecture of GM-VSAE

is used to measure the probability of the route type C traveled by the trajectories.
Figure 9 shows the anomaly detection process using GM-VSAE.

In the next step, routes are generated from the probability distribution through
RNN. RNN is used in generative network, because the trajectory data is sequential
and each coordinate is linked with the previous coordinate in the trajectory data. The
inputs are converted into the vectors, using the same embedded layer used in the route
inference network before feeding it to the RNN. The routes are generated at each step
of the trajectory data by getting the probability vector from multinomial distribution
through a softmax function. The time cost of the GM-VSAE is proportional to C,
i.e., the number of the component in gaussian distribution. Large number of gaussian
components would slow down the online anomaly detection process. This problem
can be solved by restricting the generation of the trajectory to one route, which has
the highest probability in the trajectory data.

4.2 ATD-RNN

Anomalous trajectory detection can play an important role in many real-world appli-
cations such as: fraud detection, surveillance, etc. Most of the traditional methods
do not consider the sequential information, because they are more focused on the
historical information. Another disadvantage of the traditional methods is the data
sparsity because they only take the given source and destination trajectories into
consideration. To solve these problems, Song et al. [4] proposed ATD-RNN model,
that detects the trajectory anomaly by trajectory embedding. The data sparsity issue
is solved by considering more sources and destinations of the relevant trajectory.

The methodology of the ATD-RNN consists of three steps: data pre-processing,
trajectory embedding and anomalous trajectory detection. In the data pre-processing
stage, the trajectory data is converted into vectors fed as input to the embedding layer,
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Fig. 10 Architecture of ATD-RNN

and after that to the RNN, which is used to capture the sequential information of the
trajectory data. Softmax and multi-layer perceptron are used at the last step for the
anomalous detection as shown in Fig. 10.

The trajectory data consist of the continuous GPS coordinates. Due to the large
size of the trajectory data, we can learn trajectory embedding for every point and it
would be difficult to generalize new point from the trajectory data. So, the trajectory
data are divided into equal sized grids according to the hyper-parameters n and m,
which are adjusted so that the size of the grid is about 100 m. After that each grid
is uniquely labeled with an index number. The padding operation is performed on
the trajectory to align them after obtaining the mapped trajectory as the length of the
mapped trajectory is not equal. The main problem is that the anomalous trajectories
are not common in the historical trajectory data.Anomalous trajectories are generated
by disturbing some existing trajectory to solve this problem.

In the trajectory embedding step, stacked RNN is used to learn the trajectory
embedding to find out the sequential information between the trajectory data. The
mapped trajectories are fed into the stacked RNN sequentially. RNN can learn the
sequential information through time and also memorize the information using the
non-linear function which captures the trajectory characteristics in high-dimensional
space. Dropout techniques are used to avoid the over-fitting problem [14]. The output
state of the RNN is merged to get the trajectory embedding at the end. Multilayer
perceptron is used to reduce the dimensionality of the trajectory embedding. After
that, the result is fed into the softmax layer to generate the anomalous probability of
the trajectory [4].
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Table 2 Comparison of performance evaluation between ATD-RNN and GM-VSAE

GM-VSAE ATD-RNN

Precision 0.95 0.83

Recall 0.94 1.0

F1 score 0.954 0.90

4.3 Obtained Results

We have made the evaluation by comparing the results of the two defined models:
GM-VSAE and ATD-RNN. The results of comparison between the two models are
given in the Table 2. We can observe that GM-VSAE shows better results and it is
more efficient in the real-world scenarios, as it can be very useful for online anomaly
detection.

The two considered models have different architectures: GM-VSAE model uses
data generation technique, while ATD-RNN has solved the data sparsity issue by
inserting anomalies trajectories randomly in the historical trajectory. GM-VSAE
shows better results and it ismore generalized, because it uses probability distribution
to find out the specific routes traveled by the trajectories.

5 Conclusion

In this paper, we performed a detailed analysis on the taxi service trajectory dataset
to understand the usage of the taxi in Porto. After that we compared two sequen-
tial learning models: GM-VSAE and ATD-RNN. These two models capture the
sequential information of the trajectories and can efficiently detect the anomalies in
trajectories. Experiments on the taxi service dataset show that both GM-VSAE and
ATD-RNNmodels give excellent results. Moreover GM-VSAE outperforms slightly
ATD-RNN in terms of precision and F1-score.
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Concept of Electronic Ship Electronic
Record Book System Based on ISO 21745

Seongmi Mun , Gilhwan Do , and Kwangil Lee

Abstract MARPOL adopted the relevant amendment to allow the record book
available electronically from October 1, 2020, Accordingly, ISO developed standard
as ISO 21745 for electronic record book. In this paper, the concept of the system
proposes to develop an electronic record book system corresponding with ISO 21745
based on international standards for ship networks.

Keywords Electronic record book · ISO 21745 · Ship standard network · ELB ·
Green ship

1 Introduction

A key element of the International Convention for the Prevention of Pollution from
Ships (MARPOL) regulations is the recording of discharges associated with the
prevention of pollution from ships. Therefore, a number of MARPOL Annexes
require the recordingof particular discharges. Traditionally, the format of these record
books has been provided in hard copy by the Administration. However, as compa-
nies and shipowners increasingly focus on ways to operate in an environmentally
responsible manner and aim to reduce the heavy burden associated with paperwork
through electronic means, the concept of operational logs in an electronic format has
become a popular consideration. Recently, IMO adopted amendments to MARPOL
Annexes I, II, V, VI, and the NOx Technical Code will enter into force, enabling the
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use of electronic record books (ERBs) in lieu of paper record books from 1 October
2020 [1].

Accordingly, the International Standard Organization (ISO)/TC (Technical
Committee) 8/SC (Sub Committee) 11 began developing standards for electronic
record systems in 2017 and established ISO 21745 as new standard with minimum
technical specifications and operating requirements for ship electronic record books
(ELRB) in 2019 [2–5]. Accordingly, in this paper, we propose a concept of an elec-
tronic ship electronic record book system corresponding to ISO 21745 based on the
ship standard network.

2 Electronic Record Book

2.1 Definition and Necessity

Electronic record book means a device or system, approved by the Administration,
used to electronically record the required entries for discharges, transfers and other
operations as required under this Annex in lieu of a hard copy record book.

Currently, crew members on duty on board have to fill out the records four times
a day at a fixed time, so the workload is considerable, and the contents cannot be
identified according to the author’s handwriting, which often hinders the continuity
of work.

In addition, since the written record books are obligated to be stored on board for
at least two years, the amount is very large, and it is very difficult to use the record
book, so there is a demand for improving work efficiency and reducing resource
waste by automating it.

The traditional record books are handwritten by visually checking the facility/
facility/sensor measurement data mounted on the ship through an indicator, and it
will inevitably increase the time and cost as it is manually carried out throughout
such as reporting and approval to superiors.

The record booksmust be kept for three years in accordancewith IMOConvention
and Article 44 of the Enforcement Rule of the Seafarers Act in Korea, but they are
inefficient to store and manage record books, and there are always concerns about
loss, contamination, and damage depending on the working environment.

Human errors such as errors and omissions occur in the process of checking the
author’s data and writing handwriting, resulting in a problem that the reliability of
the recording information is deteriorated.

Accordingly, it is necessary to develop a standard interface that can automatically
collect record books data from ship’s various devices based on the technical specifi-
cations presented in ISO 21745 and to develop an ELRB system that can efficiently
record, store, and manage data.
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2.2 Sort of Record Book and Considerations

The types of electronic record books according to ship loading requirements are as
follows:

• Oil Record Book, parts I and II (MARPOL Annex I, regulations 17.1 and 36.1)
parts I oil fuel tank ballasting and washing water discharge, oil residue collection
and disposal, oilmixture discharge, and other reasons for exceptional oil discharge

• parts II oil loading and internal transfer,waste disposal,waste disposal of separated
waste tank, waste disposal, waste disposal of all waste tanks

• Cargo Record Book (MARPOL Annex II, regulation 15.1) when hazardous
liquid substances or mixtures are accidentally discharged, the situation and reason
of discharge, loading, and discharging operations

• Garbage Record Book, parts I and II (MARPOL Annex V, regulation 10.3)
every discharge of garbage into the sea, every delivery of garbage to port waste
reception facilities and every incineration operation with highlighting the position
of the ship, the date and time of the operation, an estimate of the amount, and a
description of the type of garbage

• Ozone-depleting Substances Record Book (MARPOL Annex VI, regulation
12.6); list of equipment containing ozone-depleting substances, amount of ozone-
depleting substances filled in the facility, repair or management of the facility,
atmospheric emissions of ozone-depleting substances, intentional or unintentional
emissions, etc.

• recording of the tier and on/off status of marine diesel engines (MARPOL
Annex VI, regulation 13.5.3)

• Record of Fuel Oil Changeover (MARPOL Annex VI, regulation 14.6)
• Record Book of Engine Parameters (NOX Technical Code, paragraph 6.2.2.7).

In this study, the Oil Record Book (ORB), parts I and II, and Garbage Record
Book (GRB) are considered for theminimum software configuration. Defects caused
by errors or deficiencies in the ORB are the third highest among all defects and are
the main cause of massive financial and time damages. In addition, marine pollution
caused by heavy oil, diesel, ship bottom wastewater, and other oil accounts for a
large proportion of the total marine pollution accidents, and even a small amount
of outflows are causing enormous damage. Over the past five years, the problem
of marine pollution has become serious due to the outflow of pollutants caused by
marine accidents, and record book helps preventing this.

Finally, I consider the Ballast Water Record Book (BRB). This is not a recom-
mendation in MARPOL, but overseas competitors are using BWB as a manage-
ment target. In addition, considering the ecosystem disturbance caused by ballast
water, systematic management of ballast water and Ballast Water Treatment System
(BWTS) is necessary. This is because it is estimated that 10 billion tons of ballast
water travel to each country every year, and more than 7,000 species of marine life
travel.
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3 Proposed Electronic Record Book System

3.1 Concept of the System

This study aims to develop and demonstrate the Korean first ELRB system that
collects and monitors data to meet international standard requirements for ship
networks and automatically records and manages record books for ships based on
the latest international standard ISO 21745. First of all, the schematic concept of
ELRB proposed for this purpose in this paper is as follows (Fig. 1).

The kind of data to be collected needs to be defined in accordance with the tradi-
tional record book and ISO 21745 standards and user requirements. Accordingly, it
is necessary to classify automatically collected data and data that must be manually
entered. This system configuration is constructed based on data that is automatically
collected and stored. The data collection system (DCS) collects data from the engine
sensor and the navigation sensor through the Machine/Navigation Sensor Interop-
erability Gateway (MNIG). The MNIG receives data from navigation sensors such
as GNSS, Gyro Class, AIS, and VDR based on IEC61162-1/2 and machine sensors
such as main engine, generator, and boiler based on IEC 61162–450 standards. The
MNIG can communicate with the data collection system through the IEC 61162–450
communication module to store and monitor the converted data. The database will
be designed in accordance with ISO 847, ensuring that data collected from MNIG
can be shared in a safe and efficient manner. The ELRB main server communicates
with the DCS using the IEC 61162–450 communication module to transmit the data
required for system configuration. ELRB will provide a Web-based service, so it is
necessary to configure a Web server.

Fig. 1 System configuration
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3.2 Analysis of Requirement of ISO 21745

System requirements are divided into four categories: general requirements, func-
tional requirements, human–machine interface, and system updates.

Since the purpose of this study is not to develop a system, but to design software
to develop, only the contents that directly affect the software configuration among
the four requirements are considered.

General requirements are related to power supply, and human–machine interface
is excluded because they are requirements from an ergonomic perspective. System
availability is also excluded because it is a requirement related to hardware configura-
tion. Functional requirements include data store, record management, system output,
validation, and system availability, and system updates are requirements related
to updating the corresponding electronic records. After analyzing ISO 21745, the
minimum requirements for designing a software prototype were identified as follows
(Table 1).

In future,wewill further investigate the standard documents and user requirements
needed to configure ELRB to conduct detailed software design.

Table 1 Minimum requirements for software

Category Sub category Item

Functional
requirements

Data storage • Whether ELRB and traditional record book information
match

• Whether UTC and latitude/longitude record and store
• Whether SW internal clock is synchronized with a UTC
source such as GPS

• Whether ELRB is recorded and stored in English
• Whether readable font
• Whether ELRB data is classified into 1) automatic
collection data, 2) register data, 3) signed register data,
and 4) editing history data

• If the ELRB has auto-recording, whether the data
collected automatically

• If not automatically recorded in the main storage, whether
it is displayed on the screen

• Whether data collected automatically is provided with
manual input if it is not automatically recorded in the
main store

• If ELRB cannot record data, whether the ‘data shall be
recorded in an official paper logbook’ sign is permanently
displayed

(continued)
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Table 1 (continued)

Category Sub category Item

Record
management

• Whether only authorized persons on board the vessel can
complete the ELRB entry

• Whether automatically collected data and editing history
data cannot be modified

• Whether only authorized persons can edit or modify
register data

• Whether signed register data can only be modified or
modified by the master

• Whether accepting the record book data as signed record
book data is only permitted for a master with full access to
view, modify, and sign ELRB data

• Whether editor, date, and time of modification are
indicated for all modifications

• Whether reasons for making changes for master
verification and who records the changes

• If changes to each section are required, the original and all
amendments to each section must be maintained and
visible

System output • Whether the output data is represented in a file format that
prevents it from being modified or collected

• Whether the document is provided as a PDF

Validation • Whether the name of the person authorized to the ELRB
or the identification of the other official person who
performed the recording activity is mentioned

• When (UTC, date, and time) each record is described and
by which authorized person

• Whether the content of the audit logging is (1) creating
data items, (2) editing or modifying data items, and (3)
deleting or verifying data items

• Whether audit logs are accessible and exported
• Whether log entries can be filtered by ‘activities executed
by authorized person or in a specific time window’

System updates System updates • Whether it provides a means of displaying the current
software version

• Whether means are provided for replacing software on
board systems or installing updates

4 Conclusion

In this paper, the concept of the entire system is proposed to develop an ELRB
corresponding to ISO 21745 based on international standards for ship networks. In
future, we will conduct a detailed design of software by further investigating the
standard documents and user requirements required to configure ELRB.
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The Use of Latent Semantic Analysis
for Political Communication: Topics
Extraction for Election Campaigns

Grassia Maria Gabriella , Marino Marina , Mazza Rocco ,
and Stavolo Agostino

Abstract In the era of the digital revolution, the ability to share and analyze user-
generated content has opened new challenges for researchers. Especially in the polit-
ical field, probing public opinion and understanding how online users express them-
selves on a given political issue is becoming increasingly central to parties and
politicians. The contribute shows a strategy for extracting the major issues of discus-
sion on which to base the campaign of politicians running for election. To do this,
latent semantic analysis was applied to contents produced within a local Facebook
group. At the end of the work, the themes that will be the basis for the agenda setting
of the political class are displayed.

Keywords Latent semantic analysis · Political communication · Topic-based
approach

1 Introduction

Micro-blogging platforms and social networks play a predominant role to detect opin-
ions and attitudes on relevant topics [12]. The prospects for the use of social media
appear to be promising in the political context because of the possibility of fostering
public participation and democracy [3]. Therefore, social media allow increasing the
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political participation of citizens and political institutions [19]. Political institutions
use social media to derive information from citizens on certain policy issues or to
probe public opinion, thus establishing direct contact with the public [23]. The use
of platforms allows candidates to mobilize voters and build communities [20], espe-
cially during election campaigns to discuss political issues, promote certain issues,
and accentuate salient features of candidates [14]. On the other hand, citizens discuss
and debate political issues, consult profiles of politicians or parties, and create a direct
communication channel with candidates. It is becoming increasingly important to
collect, monitor, and analyze user-generated political information on social media.
On the issue, the study aims to analyze and explore the content produced by citi-
zens in the Facebook group called “Open Succivo” to identify the main topics of
discussion, according to latent semantic analysis, on which to base the campaign for
elections. The rest of the paper is organized as follows. In Sect. 2, we present a brief
review of research in this field. In Sect. 3, we describe our proposal to identify the
main topics with LSA. In Sect. 4, we show the results obtained by analyzing a dataset
of contents published on Facebook. At least, in Sect. 5, we define the conclusions
with some observations and future research orientations.

2 The Theoretical Framework

Latent semantic analysis (LSA) is a factorial technique to represent the meaning of
terms defined in the context of use in a collection of documents, through a matrix
of reduced dimensionality [4]. LSA has applications in the fields of information
retrieval, artificial intelligence, psychology, cognitive science, education, and text
mining [6]. Specifically, to the research carried out, it is also applied in the polit-
ical communication field to extract the main topics of discussion. Particularly [22]
adopted the LSA on the transcripts of the 2016 presidential debates between Hillary
Clinton and Donald Trump to identify political issues. Hacker et al. [13] investi-
gate the war and peace speeches of two Iranian leaders following changes in Iranian
government communication. Finally, Conover et al. [2] carried out a study to verify
whether political candidates define the relevant topics on which to base the election
campaign.

The LSA technique represents data through a vector model space and projects a
matrix of terms-documents in a space of factors with reduced dimensionality, as well
as identifying the relationship between its component terms [21]. The starting point is
the terms x documentsmatrix X, where the rows are associated with words, while on
the columns, there are the documents or generally text segments. In the matrix, each
cell contains the frequency with which the words appear in the documents denoted
by the columns (term frequency). Usually, this kind of matrix is too sparse, so it
is necessary to transform the distribution of terms according to the weight. Thus,
the frequency is weighted by a function that expresses the importance of the word
in documents [15]. Then, LSA applies singular value decomposition (SVD) to the
matrix X:
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X = U
∑

V T (1)

where U is an orthogonal matrix of term eigenvectors, V is an orthogonal matrix of
documents eigenvectors, and

∑
is a diagonal matrix of singular values where the

remaining cells are zeros [11].
A low-rank approximation matrix will replace the original matrix based on the

SVDofX [9], after selecting the so-called rank, or the number of dimensions to define
the reduced matrix. Therefore, the SVD reproduces the matrix X using a space of
latent semantic dimensions. These dimensions explain variability in term-document
occurrences, and they are quantified in singular values of the diagonal matrix [6].
So, selecting the k number of dimensions according to the highest value of singular
values, the matrix Xk is truncated:

Xk = Uk

∑
kV T

k (2)

The matrix Xk is a least-squares best approximation of the original matrix, mini-
mizing the sum of the squared differences between the elements of X and Xk [7].
The matrix Xk is created by setting equal to zero all elements except the first k or
columns of term vectors inU, the first k singular values in

∑
, and the first k elements

or columns of document vectors inV. The columns ofU andV are orthogonal, but the
rows are not orthogonal [16]. According to the orthogonal characteristic of factors,
words have high relations with terms that are in the factor but have little relation with
words in others [17]. The k-dimensional vector space is the base for the semantic
structure used by the LSA. In general, types similar in meaning are “near” each other
in the space even if they never co-occur in a document, and documents similar in
conceptual meaning are near each other even if they share no types in common [1].
The technique can be represented in a geometrically in Fig. 1 [5].

From Fig. 1, the terms and the documents are visualized like vectors in the space
to k-dimensions; moreover, the axes produced from the SVD are a linear combination
of the terms. As you can see from the representation, the dimensions derived from
the SVD are orthogonal to each other, but the terms are not. This results in term
vectors not being independent of each other but the position they occupy reflects
correlations in their use in documents.

Fig. 1 Geometric
representation of latent
semantic analysis Dumais
(Source Dumais [5], p 194)
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In this regard, vectors are compared with each other using the cosine similarity
measure. The cosine measure is used to understand which vectors terms and docu-
ment vectors are most similar to each other and established a specific threshold. It
is given by the point product of the vectors relative to the product of their size [10]
and is defined by the following formula:

cos(�u, �v) = �u · �v
||�u||2·||�v||2 =

√∑
i (�u · �v)

√∑
i

(�u2) ·
√∑

i

(�v2)
(3)

Cosine similarity between documents shows the angle of two document vectors
in document space. Cosine value must be ranging from −1 to 1: when the cosine
measure is equal to 1, the angle between the vectors indicates that the closer they
approach the value 1 the more they will be similar; and if the value approaches 0, the
terms between the two vectors have no similarity and may also mean that they are
unrelated. Since the cosine measure does not consider vector lengths, it is possible
to compare terms or documents of different lengths [10].

3 Methodology

For investigating what are the relevant issues on which to base the election campaign
for the local elections in the city of Succivo, we analyze a Facebook group in which
the town’s users most discuss issues related to the proper functioning of the city,
presenting solutions and alternatives to solve them, or highlighting critical issues.
We choose Facebook for our analysis because on the platform, there are numerous
contents produced by the users, and the data is semi-public in nature, meaning that
they can be produced and collected from public profiles or groups. More specifi-
cally, in the political context, it is useful to define a set of politically relevant Face-
book groups and pages in order to create a database produced by users, where posts
are not limited in their length. To understand the above, we selected the Facebook
group called “Open Succivo”, a public group that contains 7144 members, collecting
posts and comments published by citizens. We extracted data from January 2019 to
December 2021—three years—using the scraping software CrowdTangle. Excluded
from the selection of units are videos, images, and links to articles and/or other
external groups. The next step involving the extraction of elements was done by
creating a matrix containing the following variables: date of publication, gender of
the subjects, type of content, and textual element. Through the software, we extracted
the usernames of the users within the group, so we could define by name the gender
of the person participating in the discussion: male (60%) and woman (40%). In the
end, we had 3599 contents, composed of 839 posts and 2760 comments.

Having constructed the startingmatrix, it is necessary to go through all the cleaning
and pre-processing of the text. The goal is to transform the unstructured data (i.e. the
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text element) into structured data, which will be subjected to statistical-mathematical
operations. There are different steps:

Tokenization and parsing: a document can be seen as a sequence of characters,
resulting in a set of distinct strings (tokens) separated by spaces or punctuationmarks.
So, the text is decomposed into its constituent components according to a particular
encoding called bag-of-words (BoW) that represents documents as arrays containing
the occurrences of individual words.

Normalization: after segmenting the text into tokens, it is reprocessed through a
series of techniques to reduce language variability, thereby improving the effective-
ness of subsequent analytical steps. It is often necessary to change the characters of
all terms to lowercase, going on to define normalization.

Elimination of stop-words: these words do not contribute to the meaning of the
documents, so they do not have a significant value. Through the procedure of elim-
inating stop-words, it is possible to remove words that are useful in composing a
meaningful sentence but that are isolated from the context (e.g. prepositions and
articles) and special characters (e.g. hashtags and emoticons).

Grammar tagging: the process of branding a word in a corpus as corresponding to
a particular part of the discourse. This stage turns out to be central because it allows
for the recognition of part of speech (POS) functional to the identification of word
categories. We selected the nouns, the verbs, and the adjectives.

Lemmatization: this phase involves tracing each inflected form back to the lemma.
In textual analysis, it indicates that we consider the infinitive for verb forms, the
singular for nouns, and the masculine singular for adjectives.

At the end of the pre-treatment phases, we have 10,258 tokens, 4720 types, and
3599 documents. We created the terms x documents matrix, where the dimension is
4720 × 3599. As we say, this matrix is too sparse; so, we create a weighted matrix
according to the tf-idf , the term frequency—inverse document frequency [10]. Here,
we applied the latent semantic analysis for extracting the topics.

4 LSA Outcomes

The following topics by LSA are identified as significant.We reported for each theme
the geometric representation in two dimensions (Fig. 2).

The first topic identified pertains to the management of the local government and
administration. The discussion involves not only the elected officials, including the
current mayor (“Papa”) and ex-mayor (“Colella”), but also the citizens’ ongoing
critique of the administration’s handling of tenders. These critiques highlight a lack
of transparency in the bidding process, resulting in the predictable victory of local
businesses. Over the three-year period studied, the tenders were released to address
various issues in the region, such as improving road safety and building sidewalks.
The residents of Succivo are demanding that the local government approve projects
and make changes to improve the city’s liveability, as it is currently experiencing a
state of disruption (“dissesto”) (Fig. 3).
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Fig. 2 Terms associated with the topic administration (“amministrazione”)

Fig. 3 Terms associated with the topic school (“scuola”)

The topic of school (“scuola”) plays a central role in the discussion on the Face-
book group. Users complain that parents also accompany their children with symp-
toms such as cold (“raffreddore”) and fever (“febbre”) especially during the COVID-
19 period. The term normalcy (“normalità”) refers to the need to return to a school in
attendance, as before the pandemic emergency. Also, the terms canteen (“mensa”),
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Fig. 4 Terms associated with the topic security (“sicurezza”)

pavilion (“padiglione”), and abatement (“abbattimento”) refer to a particular incident
during which one of the roofs of a local elementary school collapsed. The related
timing of securing it, as well as the fear of having places that were unsuitable for
children’s education, were the subject of criticism by users of the group. The latter
issue has been of strong discussion as according to citizens, and the administration
has been unable to manage the school safety work, making various mistakes (Fig. 4).

The issue of security (“sicurezza”) is central to the public debate. Residents of the
city complain of poor security and poor control in the area; in fact, they demand that
the mayor implement control policies to prevent dangers in the area. Specifically,
the terms refer to the COVID-19 period during which it was necessary to maintain
rules such as distancing, wearing individual devices, and the possibility of visiting
only relatives (“congiunto”) during the first phase of the pandemic. Respect for the
rules and the issue of control are central to the public debate: Succivo residents
complain about the lack of compliance with rules and a lack of criminal sanctions
(“infrazione”) and controls by law enforcement (“potenziare”) agencies (Fig. 5).

The last topic excerpted must do precisely with the environment (“ambiente”).
The city of Succivo is one of the 90 municipalities belonging to the territory of
the so-called “Terra dei fuochi”. It refers to that territory (“territorio”), between the
province of Naples and the south-western area of the province of Caserta, affected by
the phenomenon of illegal landfills and/or the uncontrolled abandonment of urban
waste and special ones, often associated with the combustion of the same. Succivo
falls within a critical area for the presence of toxic (“tossico”) fires and illegal waste
disposal. Citizens complain of poor management of the situation, along with other
municipalities (“Frattamaggiore,” “Casoria”, “Gricignano”) and an administration
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Fig. 5 Terms associated with the topic environment (“ambiente”)

that is absent in addressing environmental issues. In addition, the members of the
group constantly report the numerous victims (“vittime”) of cancer (“cancro”) death.

5 Conclusions and Future Remarks

At the end of the work, we can check what were the topics of greatest discussion
within the “Open Succivo” Facebook group. This approach allows political candi-
dates to create an election campaign based on the critical issues and suggestions
expressed by the citizens. For political and party representatives, it is important to
identify and monitor political arguments, in order to understand what issues are
expressed by users on which to base the election campaign, creating policies that
are in line with the demands and issues expressed by the citizens. By doing so,
politicians can understand the public opinion as it positions itself on a given issue,
as well as analyzing the consequences expressed by users [18]. The study fits into
the theoretical field through which local political communication is treated with a
statistical technique such as LSA,which allows the identification of discussion topics
through an association between terms. The paper aims to represent a new application
example of how a statistical technique such as LSA can be worked on the anal-
ysis of numerous short texts (posts and comments) extracted from social media. In
fact, LSA requires a large number of texts to perform SVD analysis. By leveraging
the capability to process large amounts of data, including the content generated by
internet users, it becomes feasible to delineate the semantic domain more accurately,
enabling a greater variety of contexts in which words can co-occur with one another
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[8]. The choice to use LSA as an analysis technique depended on the fact that it
does not require much statistical background [17]: the language used to explain
LSA is similar to the general linear model. In addition, LSA requires relatively less
computing power than othermethods becausemost estimates are computed on eigen-
vector matrices [22]. The latent semantic analysis has some restraints. First, it is a
matrix size reduction technique; therefore, it is not based on the study of proba-
bility distributions (such as Latent Dirichlet Allocation). Moreover, the process of
identifying the number of factors is not statistically determined but is the result of
the researcher’s reasoning. Finally, polysemy is partially treated in LSA due to the
characteristic of orthogonality. To overcome the limitations described above, such as
the simple matrix reduction and the problem of polysemy, several technical updates
have been proposed, such as probabilistic latent semantic analysis (pLSA) [17].
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A Data Analytics Methodology
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Algorithms in the Analysis of Customer
Reviews
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Abstract Due to the digitalization, there exists an increased amount of user-
generated content on the Internet, where people express their opinions on various
topics. Sentiment analysis is the statistical and analytical examination of human
emotions and opinions regarding a certain subject. Our study extends the litera-
ture by developing a data analytics methodology for the benchmarking of senti-
ment scoring algorithms in the context of online customer reviews. We demonstrate
the applicability of the methodology using Amazon product reviews as the source
data. Analyzing text-based content such as Amazon customers’ reviews through
text analytics and sentiment analysis can help Amazon and other online retailers to
discover valuable actionable insights regarding their products. The contributions of
this study are twofolds: to examine the predictive power of machine learning (ML)
algorithms with respect to predicting sentiment scores and to analyze patterns in the
differences between scores obtained from different sentiment scoring algorithms.
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1 Introduction

Massive amounts of digital data and information are captured almost every moment,
regarding almost every aspect of our lives. Human behavior is strongly influenced
by sentiments/emotions and beliefs, which affect judgments and decisions. Consid-
ering how different people perceive and propagate the world and its various aspects
can significantly influence our decisions [1]. In the context of e-commerce, which
is the domain of interest in this paper, analyzing sentiment is very important to
understand customers’ needs and wants, as well as improving products or services
delivered to customers. Forums, blogs, customer reviews, social networks, all coexist
in the ever-growing social media world, all of which can be analyzed through tech-
niques referred to as “Sentiment Analysis” [1]. Sentiment analysis is the process
of determining whether a given text is positive, negative, or neutral. It can also be
used to analyze a variety of different types of data, including social media posts,
reviews, articles, and more [2]. There are a few different ways to perform sentiment
analysis. One common way is to use a lexicon, which is a list of words that cate-
gorize text with common characteristics. Sentiment analysis determines whether the
opinion is positive or negative for a topic or entity on the Internet, for topics such
as economy and finances, and entities such as movies and products. The majority
of social media data is unstructured because of the variety of available formats for
messages, posts, and other content, and due to the easy accessibility of the social
platforms. Tomake a decision, users typically search for and take as reference others’
reviews, opinions, and experiences which can yield valuable information for users,
but can also be used tomislead them.Motivated by the importance of online customer
reviews and their impact on consumer decisions, our study contributes to the litera-
ture by introducing a data analytics methodology for the benchmarking of sentiment
scoring algorithms, in the context of online customer reviews. The applicability of
the introduced methodology is demonstrated through empirical analysis in a case
study.

2 Literature Review

Our study is based on data obtained from Harvard Dataverse [3], which was orig-
inally collected by Chatterjee et al. [4]. We refer to this dataset as Dataset A. The
authors carried out outlier detection and sentiment analysis using the data, as a case
study of Amazon customer reviews. It shows a statistics-based outlier detection and
correction method (SODCM) that finds reviews and fixes their star ratings. This
makes sentiment analysis algorithms better without degrading the quality of the
data. Fang and Zhan [5] discussed the process of sentiment polarity categorization
using both sentence-level and review-level categorizations. Furthermore, they split
their work into three phases; their main work was in phases 2 and 3, where they
conducted the sentiment score. The authors then conducted tests to compare and
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evaluate the results of different algorithms for scoring sentiment. Naseem et al. [6]
present a large-scale benchmark Twitter dataset for COVID-19 sentiment analysis.
They evaluated and labeled the sentiment scores as positive, negative, and neutral
using the TextBlob algorithms only. As part of their sentiment classification task,
they used different machine learning methods and deep learning-based classifiers.
Onan [7] presented a deep learning-based architecture for sentiment analysis using
Twitter product reviews, which combined glove-weighted TF-IDF word embedding
with a CNN-LSTM-based architecture. Also, the author discussed how words and
sentences make sense based on how they are arranged in a dictionary. This is how
the orientation of a text document is found. For machine learning-based classifica-
tion models, the author used labeled datasets as training sets for supervised learners.
Rezaeinia et al. [8] introduce Improved Word Vectors (IWVs) as a new technique
to increase the accuracy of the pre-trained word embeddings in sentiment analysis.
Part-of-Speech (POS) tagging techniques, lexicon-based approaches, word position
algorithms, and Word2Vec/GloVe approaches were all used in their study. Mowlaei
et al. [9] state that to get a better idea of how the public feels about a campaign, it is
important to look at written reviews by extending two lexicon generationmethods for
aspect-based issues: one that uses statistical methods and the other that uses genetic
algorithms to create the sentiment analysis. Al-Shabi [10] uses lexicon-based senti-
ment analysis as the primary method of analysis. The mentioned study focuses on
VADER [11], SentiWordNet, SentiStrength, the Liu and Hu opinion lexicon, and
AFINN-111, which are among five of the most important and well-known sentiment
analysis lexicons/algorithms for Twitter data. The author’s results show how well
these lexicons/algorithms perform at classifying the polarity of tweets by comparing
the overall accuracy of classification with the F1-measure.

3 Methodology

The objective of the study presented in this paper is to extend the methodological and
practical body of knowledge in sentiment analysis, in the context of online customer
reviews. To this end, an application-oriented data analytics methodology has been
developed, documented, and implemented using real-world data.

The methodology developed for and applied during the study is provided in
Fig. 1. Firstly, the source data are processed and prepared for analysis. This prepara-
tion step also includes the engineering, computation, transformation, and gener-
ation of existing and new attributes. Secondly, standard text analytics steps are
followed to analyze the text corpus (collection), which, in our study, is the collec-
tion of online customer reviews at Amazon.com. Thirdly, word frequency tables are
used in conjunction with sentiment scores for predictive analytics to benchmark the
various algorithms. Finally, gaps between scores generated by two sentiment scoring
algorithms are analyzed.

Using Natural Language Processing (NLP) as the text analytics technique, Python
programming language, and KNIME data analytics platform to explore trends and
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sentiment analysis in Amazon’s customer reviews toward a specific product can
enable various insights. The presented techniques/tools can help in understanding
what/how customers feel about their purchases, what they like and dislike about
products, which factors are highly associated with sentiments, which sentiment
scoring algorithms generate scores that have the highest performance with respect
to predictability, and how gaps between gaps between sentiment scores of different
algorithms can be analyzed.

For the data preprocessing, we used KNIME software to preprocess and clean the
textual data. For the text analysis, we examine the perfume product dataset to find
the most frequent words that have occurred in the reviews using Lancaster and Porter
libraries in Python as well as N-gram analysis for the positive and negative reviews.
For the sentiment analysis, we apply three different sentiment scoring algorithms/
implementations, namely the VADER Python library [11], TextBlob Python library
[12], and KNIME lexicon-based algorithm [13]. For the model evaluation, we use
the random forest machine learning method to compare the prediction performance
of the three methods. And lastly, we conduct a gap analysis between the VADER
and TextBlob sentiment results and examine which factors are related to gaps in the
sentiment scores of the selected two algorithms. These algorithms/implementations
were selected due to their popularity in both academic literature and in business
practice.

Two critical aspects/steps of the methodology are (a) the prediction of sentiment
scores obtained by different algorithms and (b) analysis of gap between the sentiment
scores obtained by different algorithms. To conduct (a), a newDataset C was created,
that combines Dataset B, which includes sentiment scores obtained through various
algorithms, together with the data of term frequencies in each document.

4 Data

The original Amazon product reviews’ dataset, which we refer to as Dataset A, was
collected from Amazon.com by Ishani Chatterjee [4] and publicly shared online
[3]. The data are separated into seven different CSV files, where each file includes
data for a different product, Perfume, Book, Mask, Movie, Food, Curcumin, and
Electronic. The reviews in each dataset were created between 2008 and 2020, and
each of them has a collection of 5000 reviews and eight attributes. Each row in the
dataset includes a review from an individual customer as well as additional review
information such as ratings. Dataset A lists and describes the attributes included in
the datasets, Product name, Ratings, Reviews, Helpful, Date, Asin, Target, and Text.

Using this source Dataset A, after excluding irrelevant attributes, appending senti-
ment scores, discretizing sentiment scores, and deriving new attributes (especially
for cumulative values), a new Dataset B was obtained. While Dataset B has many
attributes, the scope of the current study was limited to only some of these attributes,
as a first step. One of the future research possibilities is to enrich and extend the
current methodology to become much more comprehensive, yielding much richer
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insights by design. Still, the full meta-data for Dataset B is provided in Table 1 in this
paper, to lay the foundation for future studies, as well as motivate other researchers
to work with this readily enriched dataset.

5 Analysis and Results

5.1 Data Preprocessing

For data preprocessing, we apply a text analytics workflow within the KNIME plat-
form to simplify the analysis and make the textual data ready for sentiment analysis
without any noisy words or text errors. Some of the different KNIME nodes that
were used in the text preprocessing are Case Convertor, Punctuation Erasure, Stope
Word Filter, Dictionary Filter, N Chars Filter, and Number Filter. In addition, we
have also filtered the infrequent terms that have occurred less than 10 times by using
the Bag of Words (BoW) and GroupBy nodes.

Feature Selection andEngineering. Since we are only interested in the customer
reviews and their associated ratings, we dropped many of the unrelated attributes
(Product name, ASIN, Target, and Text) from the datasets and developed new vari-
ables that could create informative insights. The sentiment is determined by the
customer’s rating based on a scale of 1–5 (5 being the most favorable). As we are
using classification methods to classify customer reviews, these scores will need to
be converted into two categories, namely 1 and 0. Ratings above and including 4
will be labeled as positive reviews “1.” Ratings with a score of 3 and below will be
labeled as negative reviews “0.”

Other features have been added to the dataset that could be contributed to the
analysis of the customer review data, such as Cumulative Average Rating, Word
Count, which is the number of words in each review, Cumulative Sum of Word
Count, Character Count, Date Gap, and Day Since Last Review.

5.2 Text Mining

Most Frequent Words. Figure 2 displays the most frequent terms occurring in the
customer’s reviews for the perfume product. The word cloud has been generated by
deleting stop words, such as “that,” “the,” and pronouns, as well as frequent words
like “perfume,” “product,” and “amazon,” which naturally occur in big portion of the
reviews.

It is observed immediately from Fig. 2 that the term set retrieved from the reviews
is mostly positive, which makes sense since the number of positive reviews is much
higher than non-positive reviews.Most reviews/comments discuss the characteristics
of the perfume, like the smell, scent, how long it lasts, etc. There are also terms
indicating the feelings of customers, such as love and like.
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Table 1 Shows the attributes in Dataset B, other types, and brief descriptions

No. Attribute Type Description

1 RowID Numerical Unique ID for each review (each row is
a review)

2 ProductNumber Numerical Number of each review for each
product

3 ASIN Numerical Amazon Standard Identification
Number

4 ProductName Categorical Name of the product

5 Ratings Numerical Rating of the product in that review:
1–5 (Likert scale)

6 RatingClass Binary Rating class; positive rating (1): 4–5;
negative rating (0): 1–3

7 Review Text Customers’ review

8 WordCount Numerical Number of words in each review

9 CharacterCount Numerical Number of characters in each review

10 Helpful Numerical How helpful the review is for other
customers

11 Date Date type Date of the review

12 Year Numerical Year of when the review was written

13 Month Numerical Month of when the review was written

14 Day Numerical Day of when the review was written

15 DateCode Numerical Unique code of date of the review

16 DateGap Numerical Number of gap days from the first
review to the date of this review

17 DaysSinceLastReview Numerical Number of days past since the last
review

18 Target Categorical Targeted reviews: positive or negative

19 ProductType Categorical Product type/category (Food, Books,
Masks, Perfume, Curcumin,
Electronics, Movies)

20 CumulAvgRating Numerical Average of all the ratings until this
review, excluding this review

21 CumulSumHelpful Numerical Summation of helpful values for all
reviews until now

22 CumulSumWordCount Numerical Summation of Word Counts of all
reviews until now

23 CleanedReview Text Review text after text cleaning and
preprocessing

24 ScorePythonVADER Numerical Sentiment score of the Python library
VADER [−1, 1]

(continued)
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Table 1 (continued)

No. Attribute Type Description

25 SentimentPythonVADER Numerical Sentiment label computed in VADER
library of Python, for the text in Review
{0, 1}

26 ScorePythonTextBlob Numerical Sentiment score of the Python library
TextBlob [−1, 1]

27 SentimentPythonTextBlob Numerical Sentiment label computed in TextBlob
library of Python, for the text in Review
{0,1}

28 KNIMENegativeWords Numerical Number of negative words from the
preprocessed review

29 KNIMEPositiveWords Numerical Number of positive words from the
preprocessed review

30 WordCountCleanedReview Numerical Number of words in the preprocessed
review

31 SentimentScoreKNIME Numerical Sentiment score of KNIME [−1,1]

32 SentimentKNIME Numerical Sentiment label computed in KNIME
for the text in Review {0, 1}

Fig. 2 Word cloud of the perfume product most frequent words that have occurred in the customer
reviews

5.3 Sentiment Scoring

Sentiment analysis is one of the most common core areas where NLP has been
used. Businesses need to know how customers act and what they expect from the
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products and services they buy. Sentiment scoring is the process of assigning a score
to a text document, usually between −1.0 and 1.0, where a score of 1.0 indicates
a very positive sentiment and a score of −1.0 indicates a very negative sentiment.
The outcome of the score is calculated based on the number of positive and negative
words in the document and the way those words are used (e.g., whether they are used
in a positive or negative context). The feedback a customer gives about a product can
be “positive” or “negative.” Interpreting feedback from customers through ratings
and reviews enables businesses to measure customer satisfaction with their products
and services. In addition to analyzing the polarity of a text, it can also identify certain
sentiments and emotions, such as anger, happiness, and sadness.Even intentions, such
as whether a person is interested or not, may be deduced using sentiment analysis.

For the sentiment analysis, several sentiment methods were conducted using the
Python programming language and the KNIME platform. Our goal was to compare
the performance of eachmethod and find out which one of them has themost accurate
performance in classifying customer reviews.

For the Python programming language, VADER and TextBlob sentiment analysis
libraries were conducted using the Natural Language Processing (NLTK) package
to determine the text’s mood.

VADERSentimentAnalysis. ValenceAwareDictionary and Sentiment Reasoner
(VADER), which is a rule-based and lexicon-based pre-built library in NLTK, is
one of the best choices for sentiment analysis in Python. This library, which was
developed particularly for social media sentiment analysis [11], includes a senti-
ment lexicon and a collection of lexical properties that are commonly categorized
according to their sentiment polarity as either positive or negative.

VADER computes text sentiment and returns the likelihood that a particular input
statement is positive, negative, or neutral. The library returns a compound score,
which is also known as a polarity score, which is a measure that calculates the
total of all normalized lexicon ratings between − 1 (extremely negative) and + 1
(extremely positive). To label the sentiment scores as positive and negative, we have
classified the polarity scores as positive sentiment (polarity score > 0) and negative
sentiment (polarity score ≤ 0).

TextBlob Sentiment Analysis. TextBlob is an ideal substitute for sentiment anal-
ysis. The basic Python library provides extensive textual data analysis and processing.
TextBlob defines a sentence’s mood based on its sentiment polarity and the intensity
of each word, which requires a predefined dictionary to distinguish negative and
positive terms. The tool gives each word a separate score and calculates what the
overall emotion is [12]. TextBlob returns a sentence’s polarity and subjectivity, with
polarity ranging from negative to positive.

KNIMESentimentAnalysis. As part ofKNIME’s text processing feature, textual
data were read, processed, and transformed into numerical data (documents and term
vectors) to be used in regular KNIME data mining nodes for classification [13].
KNIME can analyze and parse texts in different formats and store the results in a
table. In this way, the document can be further semantically enhanced by recognizing
and tagging different kinds of named entities, such as thosewith positive and negative
sentiments. Documents can be filtered in many ways, such as by using stop words
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nodes or named entities, stemming with stemmers that work with more than one
language, and preprocessing in many different ways. Furthermore, it is possible to
compute the frequency of words, extract keywords, and do some visualization in
KNIME. Based on the document sentiment results, one can apply regular KNIME
nodes to classify documents using numerical vectors. In this paper, we used the
MPQA subjectivity lexicon [14] to identify contextual polarity depending on the
lexicon-based approach.

5.4 N-Grams

N-Grams are combinations of “n” words within a sentence that can play an important
part in text categorization and language modeling. In this analysis, the “ngram”
method in the NLTK library is used to discover all n-grams in the review texts.

N-Grams for Positive Reviews. Using the N-Gram Python method ranging from
1 to 3 g, we have divided the positive and negative VADER sentiment score results
separately to see what are the terms that are most repeated in each of the sentiment
reviews. The results of the N-Grams for the VADER-positive sentiments for the
perfume product indicated that most of the customers feel good about purchasing the
perfume, where the number of times the words great and good have occurred more
than 1000 times. Moreover, we observed that people also think about the scent as
being fresh, lasting a long time, and smelling good and great as most of the written
“smells great,” “love smell,” “fresh scent,” and “smells pretty good.” As well as the
price of the product, where some of them have written that the price of the perfume
is great such as “great price.”

N-Grams for Negative Reviews. These negative reviews of the perfume product,
people who wrote these negative reviews believe the product is fake or smells bad
and these words have occurred more than 50 times. Others have also given negative
reviews because they have received broken perfume. But compared to the number
of these terms that have occurred, it is not comparable to the number of the positive
terms and how much they have occurred.

6 Sentiment Prediction

For the comparison of sentiment analysis between the three methods (VADER,
TextBlob, and Lexicon-based algorithm), we labeled the sentiment scores for each
product’s reviews as either positive or negative. Text mining was carried out to iden-
tify the most frequent terms, which in turn were considered as predictive features/
attributes (columns in a tabular dataset) whose term frequency values were used
for sentiment prediction. The classification algorithm used was the random forest
machine learning algorithm, which enabled the comparison of the predictability of
sentiments from the three sentiment scoring lexicons/algorithms.We aimed to assess
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Table 2 Sentiment analysis
methods’ accuracy
comparison

Products VADER
sentiment
method

TextBlob
sentiment
method

KNIME
sentiment
method

Perfume 0.938 0.921 0.915

Books 0.886 0.888 0.906

Curcumin 0.898 0.902 0.865

Electronics 0.887 0.885 0.906

Food 0.893 0.891 0.928

Masks 0.907 0.905 0.904

Movies 0.874 0.878 0.865

Bold indicates the method that performs best

which machine learning algorithm model has the highest accuracy in predicting the
sentiment of a customer review for each of these three algorithms.

6.1 Reviews’ Sentiment Prediction Accuracy Comparison

Table 2 displays the sentiment prediction accuracy results using random forest clas-
sification. By looking at the accuracy of the product review sentiment prediction, we
can figure out which algorithm is the most accurate and works best. As it is shown
below, VADER algorithms achieved the highest accuracy for the perfumes andmasks
datasets. However, TextBlob algorithms performed well for the curcumin and movie
datasets, while KNIME algorithms worked accurately with books, electronics, and
food datasets. This shows that the three methods are good predictors for sentiment
analysis since classification accuracies for all three methods are close to each other.
However, to obtain the highest classification accuracy for different products, all three
algorithms can be considered.

6.2 Sentiment Score Gap Analysis

The sentiment score gap analysis was conducted to find the difference between
the results of the VADER and the TextBlob sentiment scores. By calculating the
gap between the sentiment score results of the two methods (VADER score minus
TextBlob score), we first analyze the correlation between the sentiment gap (y axis)
and the other continuous variables for all the products (x axis). The results of the
correlation suggested that in most of the products, the sentiment gap has a positive
correlationwith theword and character count of the review. Figure 3 depicts as scatter
plots, the relationship between the sentiment gap (y axis) and the Word Count of the
review (x axis). As we look into the scatter plots for the seven selected products, we
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Fig. 3 Scatter plots of the relationship between the sentiment gap of VADER and TextBlob
sentiment scores and the Word Count of the review for all the products

can notice a consistent patterns: As the number of words in the review increases, it
is more likely to be labeled as a positive review by VADER, compared to TextBlob.
Furthermore, the number of positive reviews for all the products is much higher than
the number of negative reviews. There are many other analyses that have been and
can be conducted, yet the content of this paper was kept limited to the analysis of
only one gap analysis relation, due to the paper’s space limitations.

7 Conclusion and Future Work

In this paper, we primarily focused on sentiment mining basics and their levels. The
identification of sentiment from content can be achieved in several different ways.
Sentiment analysis analyzes people’s sentiments, attitudes, and emotions toward
certain entities. In this paper, we addressed sentiment polarity categorization as
a fundamental problem in sentiment analysis, which we focused on by catego-
rizing customer/user opinions on select Amazon products as positive or negative.
Furthermore,we studied the differences between three different sentiment algorithms
(VADER, TextBlob, and KNIME).
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Two-Dimensional Digital Image
Processing Filters
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Abstract There are several image processing applications that require to partition
frequency components of images. This requirement is usually fulfilled by using digi-
tal image processing filters. Most of this processing is done in two-dimensions given
the two-dimensions of the regular images. It is very important to ascertain that these
filters provide a stable output for a bounded input, and this requirement is usually
termed as stability. The stability analysis of these filters is usually conducted ana-
lytically, on a piece of paper, or by simulations. However, these techniques provide
approximate or inaccurate results as paper-based analysis can have human error
and simulations suffer from computer arithmetic related roundoff limitations. We
advocate formally analyzing the stability of digital filters for two-dimensional (2D)
images using interactive theorem proving. In this regard, we present a formal dynam-
ical model and a formal notion of stability of 2D digital image processing filters in
HOL Light. The proposed formal model is used to perform the stability analysis of
a real-world 2nd-order filter in HOL Light.
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1 Introduction

Digital image processing filters (IPFs) are extensively being used inmany application
areas, such as medicine [1] and autonomous vehicles [2, 9], for performing different
operations, like image processing, filtering and enhancement, in two-dimensional
(2D) images. For example, they are used to pre- and post-process images to filter
elements like noise and image smoothing and quality enhancement by filtering out
the noise and distortion [1]. Filters are mainly of three kinds, namely lows, band, and
high pass. For example, a high-pass filter can be used for the passage of frequencies
higher than a certain range.

Stability of a digital IPF asserts a stable output response to a given bounded input
and is considered as an important phenomenon for accessing the performance of
an IPF. For a 2D digital IPF, it is described in terms of the transfer function, i.e.,
the relationship of output to input in the frequency domain. To analyze the stability
analysis of a 2D digital IPFs, we first need to capture their dynamical behavior in
terms of 2D difference-equations (DEs). Next, the 2D z-transform is utilized for their
analytical analysis by converting the DEs to algebraic equations, i.e., transforming
the 2D arrays to the (z1, z2)-domain. Lastly, these (z1, z2)-domain representations
are utilized for the stability analysis [13].

Conventionally, the stability analysis of the digital IPFs has been conducted using
analytically on paper or simulations. But these methods, due to their human error
proneness and round off errors, cannot guarantee accurate results. Therefore, these
conventional approaches cannot be relied upon considering the wider utility of these
filters in many critical domains, like transportation and healthcare.

Formal verification [8] is an analysis approach that involves capturing the behav-
ior of the given system in the form of a logical model and verifying the system
characteristics deductively in a computer. Interactive theorem proving [4, 7] is one
of the extensively used formal verification techniques. We argue to use interactive
theorem proving to conduct the stability analysis of the digital IPFs. In this regard, we
formalize the dynamics of the digital IPF as a 2D array in the HOL Light prover [6] .
This model is then used to perform the formal stability analysis based on the transfer
function, obtained using the z-transform on the dynamical model of the digital filter.
We chose HOL Light for our work as it has a strong reasoning support for multivari-
ate calculus and digital IPFs [12]. These existing works have greatly facilitated our
formalization as we built upon them to develop reasoning support for the stability
analysis of digital IPF.

We introduceHOLLight and someof definitions and someof the utilized theorems
from HOL Light’s theory of the multivariable calculus in Sect. 2. Section 3 describes
the modeling of 2D z-transform in HOL Light. The formal model for stability of the
2D digital IPFs in presented in Sect. 4. The formal stability analysis of the 2nd-order
digital IPF is described in Sect. 5. Finally, Sect. 6 provides some insights that we
gathered from our work as well our plans to further extend out reasoning support.
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2 Preliminaries

We present some background information in this section to help the reader in under-
standing the remaining paper.

2.1 Interactive Theorem Prover: HOL Light

HOL Light [5], developed using ML [11], is an interactive proof-assistant that is
widely used for developing proofs for the mathematical concepts and analyzing
software and hardware systems. A theorem is a mathematical statement that can
be proved using a predefined set of primitive rules or axioms in a theorem prover,
ensuring the soundness of the proof development environment. HOL Light con-
tains several multivariate theories, in particular, vectors, differential, integral, and 2D
z-transform, which are used in the proposed work.

2.2 Multivariable Calculus

A generic vector is modeled as a N element matrix, i.e., RN , of real numbers. This
model allows us to use matrix operations for vector manipulations.

Summation over a generalized function f of an arbitrary datatype A → RN is
modeled as

Definition 1 �def ∀s f. vc_smm s f = (lambda j. smm s (λy. f y$j))

where vc_smm accepts an arbitrary set s: and a function f as inputs and outputs the
vector-additionon s,which represents a set.smmmodels afinite summationover f and
thus vc_smm (0..n) f mathematically models

∑n
j=0 f ( j). Similarly, we formalize

the mathematical expression
∑∞

j=0 f ( j) = l, involving an infinite summation for a
function f of datatypeN→RN and a limit value l of datatypeRN , inHOL Light as
follows:

Definition 2 �def ∀s f l. (f smms l) s ⇔
((λn. vc_smm (s ∩ (0..n)) f) → l) squntialy

where squntialy mathematically represents a sequential growth, i.e., f ( j),
f ( j + 1), ..., etc.

Definition 3 �def ∀f s. smmble f s ⇔ (∃l. (f smms l) s)

The HOL Light function smmble mathematically models
∑∞

j=0 f ( j) = l.
Next, we present the formal modeling of the infinite summation:



586 A. Rashid et al.

Definition 4 �def ∀f s. inft_smm s f = (∈l. (f smms l) s)

where the return value l:RN is the value of the infinite summation of the converging
function f from the given starting point s.

3 Formal Modeling of the 2D z-Transform

The z-transform of a 2D discrete-time function f (m1,m2) is expressed as [13]:

F(z1, z2) =
∞∑

m1=0

∞∑

m2=0

f (m1,m2)z1
−m1 z2

−m2 (1)

We formalize Eq. (1) as follows:

Definition 5 �def ∀f z1 z2. z_2d_trnsfm f z1 z2 = inft_smm (from 0)(

λm1. inft_smm (from 0)
(

λm2.
f m1 m2

z1m1 ∗ z2m2

))

Here, we need to identify the set of all values of z1 and z2 for which the infinite
summations converge to some finite value and thus ensure a finite F(z1, z2), com-
monly known as the region of convergence (ROC). We can mathematically express
and formally model the ROC as follows:

ROC = z1, z2 ∈ C : ∃k.
∞∑

m1=0

∞∑

m2=0

f (m1,m2)z1
−m1 z2

−m2 = k (2)

Definition 6 �def ∀f m1. z_2d_ROC f m1 =
{(z1, z2) | (z1 �= 0) ∧ (z2 �= 0) ∧

z_2d_tr_smmble f z1 z2 m1 ∧ z_2d_tr_td_smmble f z1 z2}

where z_2d_ROC takes a function f and m1, which represents the starting point in
Eq. (1), as inputs and outputs a set of non-zero values of variables z1 and z2 for which
the 2D z-transform of f exists. We also formalized functions z_2d_tr_smmble and
z_2d_tr_td_smmble capturing the summability of the function f for the inner and
the outer (double) summations, respectively as

Definition 7 �def ∀f z1 z2 m1. z_2d_tr_smmble f z1 z2 m1 =(

∀m1. smmble (from 0)
(

λm2.
f m1 m2

z1m1 ∗ z2m2

))

Definition 8 �def ∀f z1 z2. z_tr_td_summable f z1 z2 = summable (from 0)(

λm1. inft_smm (from 0)
(

λm2.
f m1 m2

z1m1 ∗ z2m2

))
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Now,we formally verify some key characteristics of the 2D z-transform, including
linearity, shifting, scaling, complex conjugation, and 2D z-transform of a n-order
system, in HOL Light. This formally verified characteristics play a key role in the
proposed stability analysis of the 2D digital IPFs, as presented in Sect. 5. The 2D
z-transform, presented in this section, has been formalized by Rashid et al. [12].
However, the authors have not performed the stability analysis of the 2D digital
IPF, which is indeed the scope of this paper. The actual formalization of the 2D
z-transform can be viewed at.1

4 Stability of a 2D Digital Image Processing System

Stability is considered as an important characteristic while designing a 2D digital
IPF. A discrete-time system such as a digital filter is said to be stable if it provides a
bounded output for a given bounded input. An important condition for the stability
of a linear shift invariant (LSI) system can be mathematically expressed as [10]:

∞∑

m1=0

∞∑

m2=0

|h(m1,m2)| < ∞ (3)

where h(n1, n2) provides the impulse response, i.e., the output response when the
input is a brief input function of the given LSI system. However, it is more convenient
to represent stability based on the system function/transfer function H(z1, z2) (the
Laplace transform of h(m1,m2)), which is mathematically expressed as

H(z1, z2) = Y (z1, z2)

X (z1, z2)
(4)

According to Shanks, the stability of a LSI system such as digital filter can be
mathematically expressed by the two conditions as follows [10]:

Stability ⇔ (a) X (z1, z2) �= 0 for |z1| = 1, |z2| ≥ 1
and (b) X (z1, z2) �= 0 for |z1| ≥ 1, |z2| = 1

(5)

We can use the following two steps to ensure Condition (a) of the stability for
the digital IPF. In the first step, we need to solve for all (z1, z2), such that X (|z1| =
1, z2) = 0, which is equivalent to solving for all (ω1, z2), such that X (e jω1 , z2) = 0.
In the next step, we have to check that if all |z2| obtained in the first step are less
than 1. Similarly, we can use the similar steps to ensure Condition 2 of the stability.
Using this alternative representation, we formalized the stability of a digital filter in
HOL Light as follows:

1 http://save.seecs.nust.edu.pk/fsadipf/.

http://save.seecs.nust.edu.pk/fsadipf/
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Fig. 1 Flowgraph of a
2nd-Order 2D IPF

Definition 9 �def ∀X. cnd1_stbl_dgtl_fltr X =
{(ω1, z2) | X (ejω1 , z2) = 0 ∧ |z2| < 1} �= { }

�def ∀X. cnd2_stbl_dgtl_fltr X = {(z1, ω2) | X (z1, ejω2 ) = 0 ∧ |z1| < 1} �= { }
�def ∀X. is_stbl_dgtl_fltr X = cnd1_stbl_dgtl_fltr X ∧ cnd2_stbl_dgtl_fltr X

where is_stbl_dgtl_fltr accepts the denominator X of the transfer function, provided
in Eq. (4), corresponding to the dynamics of a digital IPF and provides a stable filter.

5 Formal Stability Analysis of a 2nd-order Filter

We utilize the formalization, provided in Sects. 3 and 4, for performing the formal
stability analysis of a 2nd-order 2D digital IPF in this section. This illustrates the
practical utilization of the foundational formal modeling, presented in this paper.

Graphically, we can present a 2nd-order 2D digital IPF by the flowgraph depicted
in Fig. 1. It is a collection of nodes and branches, which provide the directed connec-
tions between these nodes. The constants 1, 1

4 , − 1
4 , and

1
2 in Fig. 1 present the gains

of each branches. Similarly, z1−1 and z2−1 model the horizontal and vertical delay,
i.e., shift right and shift up, operations, respectively. This 2nd-order digital IPF can
be mathematically expressed using the following linear difference equation (DE).

y(m1,m2) = x(m1,m2) + 1

4
y(m1,m2 − 1) − 1

4
y(m1 − 2,m2)

+ 1

2
y(m1 − 2,m2 − 1)

(6)

We can mathematically describe the transfer function of the 2nd-order digital IPF
corresponding to its dynamical model [Eq. (6)] as follows:

H(z1, z2) = Y (z1, z2)

X (z1, z2)
= 1

1 − 1
4 z2

−1 + 1
4 z1

−2 − 1
2 z1

−2z2−1
(7)
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The main purpose of presentation this case study is to use our proposed formal
models to formally verify Eq. (7). To verify the transfer function, the first step is to
formally model the DE of the filter [Eq. (6)] as follows:

Definition 10 �def ∀y x m1 m2 p q. dgtl_scnd_odr_fltr x y p q m1 m2 ⇔
y (m1, m2) = l1l2th_dfrnce_eq y p 2 2 m1 m2 - l1l2th_dfrnce_eq x q 0 0

m1 m2

with coefficients a and b of the input and output 2D arrays. The function dgtl_scnd_
odr_fltr accepts the 2D arrays x and y, their coefficients a and b, and it uses the
(L1, L2)-order DE l1l2th_dfrnce_eq to capture the linear DE expressing the 2nd-
order digital IPF.

We verify Eq. (7) as follows:

Theorem 1 �thm ∀x y p q z1 z2 m1.
[C1]: (z1, z2) IN 2d_roc_lccdifeq x y 2 2 q m1 ∧
[C2]: in_frst_qudrnt_2d_lccdifeq x y ∧
[C3]: z1 �= 0 ∧ [C4]: z2 �= 0 ∧
[C5]: (∀m1 m2. dgtl_scnd_odr_fltr x y p q m1 m2)

⇒ z_2d_trnsfm y z1 z2
z_2d_trnsfm x z1 z2

=
1

1 − 1
4

∗ z2−1 + 1
4

∗ z1−2 − 1
2

∗ z1−2 ∗ z2−1

ConditionC1 provides the ROC of the dynamical model of the 2nd-order digital IPF.
ConditionC2 ensures the first quadrant conditions on the input (x) and output (y) 2D
arrays. Conditions C3 and C4 assert the non-zero condition for the variables z1 and
z2. ConditionC5 presents the dynamicalmodel of the 2nd-order digital filter captured
by Eq. (6). The transfer function of the IPF is verified based on these assumptions as
the conclusion of the theorem. The verification of Theorem 1 depends on the formal
development of the 2D z-transform described in Sect. 3.

Next, we use the transfer function to formally verify the stability of the 2nd-order
2D digital IPF as follows:

Theorem 2 �thm ∀z1 z2. [C1]: z1 �= 0 ∧ [C2]: z2 �= 0 ∧

⇒ is_stbl_dgtl_fltr

⎛

⎜
⎝

1

1 − 1
4

∗ z2−1 + 1
4

∗ z1−2 − 1
2

∗ z1−2 ∗ z2−1

⎞

⎟
⎠

Conditions C1 and C2 assert the non-zero condition for the variables z1 and z2.
Finally, the conclusionmodels the stable 2nd-order IPF. The verification of the above
theorem is based on formalization of the stability, provided in Sect. 4.

Finally, we implement Condition (a) of the stability of the 2nd-order digital IPF
(Theorem 2) using the Python language. For this, we implement the characteristic
equation 1 − 1

4 z2
−1 + 1

4 z1
−2 − 1

2 z1
−2z2−1 = 0 on the complex plane z2 for z1 =

eiω1 , ω1 ∈ [0, π ]. In the case of the 2nd-order digital IPF (Fig. 2), the presence of
poles inside the unit circle contributes to the stability of the filter. Similarly, we can
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Fig. 2 Stability of the
2nd-order digital IPF on root
map

implement Condition (b), which alongside Condition (a) ensure the stability of the
corresponding filter.

The main novelty of our results is that the generic nature of the verified properties,
i.e., all theorems are verified for the universally quantified variables and functions.
For example, we have formalized the dynamical model of the 2nd-order filter using
the (L1, L2)-order linear differential equations by specializing the generalized gains
(α(l1, l2), β(k1, k2) to some particular values. Another positive aspect of our formal
stability analysis, presented in this paper, is the assuranceof explicit presenceof all the
required assumptions along with the theorem that are often ignored in the traditional
methods. These advantages are obtained at the cost of significant involvement of
a user in the formal stability analysis, due to the usage of an interactive theorem
proving tool. To reduce this user intervention, we proposed several simplifiers such
asDFRNC_EQU_TAC and TRNSFR_FNCTN_TAC2 that significantly reduce the
user guidance in the reasoning process.

6 Conclusions

Stability of a digital IPF is one of their important characteristics ensuring a stable
output for a bounded input. We advocate using interactive theorem proving for per-
forming stability analysis of these filters. In this regard, we formalized a dynamical
model of the digital IPF and used the 2D z-transform to formally conduct the stability
analysis. Finally, as a case study, we performed the stability analysis of a 2D digital
IPF. In future, we aim to model the 2D convolution to develop formal reasoning
support for systems-of-systems involving various image processing tasks [3].
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2 https://save.seecs.nust.edu.pk/fsadipf/
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Development of a Web-Based Strategic
Management Expert System Using
Knowledge Graphs
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and Riaz Uddin Shuvo

Abstract In this paper, we present the development of a Web-based expert sys-
tem, StrategyAdvisor Cloud, to support strategic management decision-making. The
system was developed using a multistage methodology that builds upon knowledge
graphs, where knowledge acquisition and rule base construction by project members
with different roles, capabilities, and skills can be facilitated through customized
visual languages. The methodology systematizes knowledge acquisition and knowl-
edge representation for each stage, coupled with algorithms for the transformation
of knowledge graphs between successive stages. The developed expert system and
the development process are described in detail in the paper and its supplement, to
serve as guidance in the development of similar systems in future.
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Keywords Knowledge graphs · Knowledge representation · Decision support
systems · Expert systems · Strategic management

1 Introduction

This paper reports the development of StrategyAdvisor Cloud1 (Figs. 1, 2, and 3),
an expert system in the domain of strategic management. The developed Web-based
expert system acquires information through a series of diagnostic questions and
makes strategic policy recommendations based on the answers.

An expert system (ES) can be defined as “a computer system that simulates the
decision-making ability of a human expert” [5]. Expert systems have been used
extensively to support decision-making in diverse domains, such as medical, mili-
tary, chemistry, engineering, manufacturing, and management [17]. In expert system
development, tacit knowledge from experts is extracted and encoded as explicit cod-
ified knowledge in a knowledge base.

A rule-based expert system (RBES) encapsulates expert knowledge as IF-THEN
rules, also called production rules.

Fig. 1 Home modules page of StrategyAdvisor Cloud, from where the module of interest can be
selected

1 https://strategyadvisor.herokuapp.com/.

https://strategyadvisor.herokuapp.com/
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Fig. 2 Question page in StrategyAdvisor Cloud, which acquires facts through questions

Fig. 3 Suggestion page in StrategyAdvisor Cloud, which suggests business strategies

RBES can help significantly in turning data and information into reusable and
scalable knowledge assets, forming the engine of decision support systems (DSSs).
The integration of rule engines into enterprise resource planning (ERP) systems,
such as SAP BRM [9] and Oracle BPM [12], signals the increasing future adoption
of rule-based systems for industry, business, and government applications.

This paper describes an expert system developed through the representation of
knowledge inRBES throughknowledge graphs. The appliedmultistagemethodology
supports the differentiated stages, processes, and team members in the development
of expert systems. The motivation and objective are to facilitate knowledge acqui-
sition and rule base construction by project members, each of whom has differing
roles, tasks, priorities, capabilities, cognitive preferences, and technical competen-
cies. Another primarymotivation of the project was that therewas no suchWeb-based
system reported in the literature until now.
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2 Background

This section provides a background on the challenges of developing expert systems
and knowledge graphs as viable solutions. First, as the research motivation, chal-
lenges of knowledge acquisition in expert system development are discussed. Sec-
ond, visualization and visual languages are identified as solution to the mentioned
challenges. Third, the research gap in the literature, which the present research aims
to fill, is identified and described.

2.1 Challenges of Knowledge Acquisition

Wagner et al. [18] reported that knowledge acquisition is the greatest bottleneck in
the expert system development process because of the unavailability of experts and
knowledge engineers, as well as the difficulties of the rule extraction process.

The fact that rules are eventually represented within the expert system detaches
the domain expert from the knowledge representation, once the domain expert’s tacit
knowledge becomes codified explicitly as a text-based rule base. Furthermore, the
expert system development process is not transparent to the domain expert and the
eventual user, who typically have less technical rigor than business analysts and
system designers. However, explicit rule representation is inevitably needed to pro-
cess the knowledge by the rule engine, creating a dilemma. Similar problems may
arise in the subsequent stages of the development process, where the agents may
suffer from the cognitive overload of not being able to model or work with the con-
structs that match their roles, tasks, priorities, capabilities, cognitive preferences, and
technical competencies. The mainstream expert system development environments
support only one or two stages and roles, resulting in a mismatch between functional
requirements and cognitive capabilities.

2.2 Visualization and Visual Languages

Visualization can be a feasible and viable solution for the development and imple-
mentation of management information systems (MIS), which also include DSS and
ES. Kernbach et al. [8] suggest that graphically visualizing strategies helps man-
agers to consider strategies better and even remember them further. The authors
conducted an experiment with 76 managers to identify the impact of three types of
visual formats on the effectiveness of strategy communication. Zabukovec and Jaklič
[19] discussed the significance of modifying visualizations for different categories
of users and situations to facilitate better handling of business data. Nissen [10] ana-
lyzed organizational knowledge through a system for visualizing and measuring it
using knowledge flow principles.
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While visualization has several advantages for knowledge assimilation, visual
languages possess several advantages over text-based languages for software devel-
opment [4]. Given such advantages, visual languages are adopted in the present study
for expert system development, which visualize knowledge in different structures at
different stages.

2.3 Research Gap

An extended review of the strategic management expert systems (SMES) literature
revealed the incongruence between the technical capabilities of experts and existing
knowledge acquisition methodologies. The review also revealed the incongruence
between the expert systems development languages and the skills of the human
agents (project team members and end-users) using them. While visualization can
potentially help in knowledge acquisition, representation, and processing, a gap was
identified in the research literature regarding the use of visualization and visual
languages to resolve the mentioned incongruence in the selected domain of strategic
management. Finally, a gap of well-documented know-how was identified regarding
the development of Web-based expert systems for strategic management consulting.

3 Research Topic and Contributions to Literature

The topic of this research is the development of an expert system for strategic con-
sulting using a multistage methodology (Fig. 4) built on knowledge graphs.

The contributions of this research are as follows: (1) The developed expert sys-
tem, StrategyAdvisor Cloud, is a digital software as a service (SaaS) platform that
performs strategic management consulting (Figs. 2 and 3). (2) The integrated multi-
stage multi-agent methodology that is applied is used for the first time for strategic
management domain. (3) For the first time in strategic management literature, visual
representations suitable for each stage of the system development lifecycle are iden-
tified and formally specified through visual languages and mathematical notation.
These representations are the mind map, domain objects map (DOM), and rule map
(Figs. 6, 7, and 8, respectively). The visual representations are in accordance with
the goals and tasks of that stage and the attributes of the agents in that stage. (4) For
the first time in SMES literature, and possibly the larger expert systems literature,
the transitions between the knowledge graphs of the successive stages are formally
described as formal graph transformation algorithms. One of these algorithms, the
transformation algorithm that transforms the Stage 1 mindmap into Stage 2 DOM is
presented in 5 as an illustration. Other transformation algorithms are fully provided
in the supplement [7] .

The idea of customized visual languages for different stakeholders in SMES was
first introduced by İrdesel [6]. The cited work also includes the application of the
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Fig. 4 Agents and the stages in expert systems development and the knowledge representations
suggested for each stage by the methodology

idea for strategic management through an early version of the StrategyAdvisor desk-
top software, as well as the testing of the software through field studies involving
more than 200 companies. However, the aforementioned work lacked a theoretical
foundation, impeding its generalization and applicability in other applications within
strategicmanagement and the field ofmanagement at large, as well as in other diverse
domains. The supplement [7] to our paper presents a strong theoretical foundation,
where the knowledge graphs and the transformation between them are described
through mathematical formalism. Graph transformations can be used for knowl-
edge representation and verification, especially when the knowledge is dynamic [3].
Through the theoretical abstraction and foundation introduced in the current paper,
it is possible to formally and methodologically apply the framework not only in
strategic management but also in other domains. Transforming knowledge in any
domain or application area into assets can be facilitated through the visual modeling
of rule-based expert systems.

Contribution 1, which is the development of StrategyAdvisor Cloud, an expert
system for selecting business strategy, is a case study application and illustration
of the methodology. The system is developed through the acquisition of strategic
management (SM) knowledge in the Profit Patterns book by Slywotzky et al. [14].
The selected book is structured such that it facilitates knowledge extraction and
representation of tacit knowledge as explicit. While there are many more recent
high quality books and other sources for strategic management, the strategies in the
profit patterns book [14] are still strongly applicable after two decades, cementing
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Fig. 5 Transformation algorithm that transforms the mindmap into DOM

the book as an evergreen classic of strategic management. Contribution 1 is novel
in several ways: even though there have been other applications in the strategic
management domain, the presentedwork is the only one that replicates the knowledge
acquisition process in strategic management consulting. Similar to Surma [16], the
present research builds on strategic patterns or cases. Thus, the case study described
in this paper follows a “case-based patterns” approach [1, 13]. However, in contrast
to earlier studies, the case study here is based on the cases and patterns formulated
by a leading thinker in strategic management. To the best of our knowledge, this
is the first study in which profit patterns formulated in the Profit Patterns book are
codified as an expert system.

The novelties with contributions 2, 3, and 4 are explained in detail in the supple-
ment [7].

The present study is the first in the strategic management literature with all four
listed contributions. An extensive review of relevant research is provided in the
supplement [7], where the study in this paper is compared to earlier related work.

4 Methodology

In this section, the stages of the applied graph-based methodology (Fig. 4) are
described and discussed in further detail.
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4.1 Overview

Figure 4 displays the steps of the methodology with reference to the human agents
involved. The involvement of each agent at each stage is shown through arcs. The
thicknesses of the arcs denote the level of involvement, with thicker arcs denoting
a higher level of involvement. The round boxes are the knowledge representation
schemes, and the texts below the boxes are the primary tasks at that stage. In Fig. 4,
dashed arrows between the stages denote the translation of the rule base to the
neighboring stages through graph transformation algorithms.

4.2 Agents and Stages

The applied methodology is agent-oriented; it caters to the tasks and goals of the
human agents (project teammembers) involved in expert system development. These
agents are project managers, domain experts, business analysts, system designers,
and software engineers. The knowledge representation scheme for each stage (visual
languages in the first three stages) is determined based on the focus of the primary
team member active at that stage: In Stage 1, the task is knowledge acquisition, and
mind map is suggested for this stage. The mind map first branches into the profit
strategies, reflecting the focus of the domain expert (Fig. 6). In Stage 2, the task is
system analysis and design, and domain objects map (DOM) is suggested. The DOM
branches first into the domain objects, reflecting the focus of business analysts, who
focus on identifying the elements in the system (Fig. 7). In Stage 3, the task is to
model the logic for expert decision-making, and a rule map is suggested (Fig. 8).
The rule map appeals to the system designer, who distinguishes between logic (rule
base) and flow (rule engine) in designing the expert system. Finally, in Stage 4, the
task is to transform the expert system into a stand-alone software or service, the
principal task of the software engineer. Figure 9 illustrates a database structure that
can support this stage, and Figs. 2 and 3 illustrate an example implementation.

4.3 Stages

The stages of the methodology are described in detail in the supplement [7].

5 Analysis

The domain of strategic management was represented in StrategyAdvisor Cloud
using the different visual languages of the appliedmethodology and eventually turned
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Module Strategy Object Attribute Subattribute Value*

Question

Value’ 

Suggestion
Logic

Shi� all logic nodes before 
the Object node

Fig. 6 Node types (vocabulary) and the sequence of nodes (grammar) in the mind map (Stage 1)

ModuleStrategyObject Attribute Subattribute Value* Logic

Question

Value’ 

Suggestion

Fig. 7 Node types (vocabulary) and the sequence of nodes (grammar) in the domain objects map
(Stage 2, DOM)
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Fig. 8 Node types (vocabulary) and the sequence of nodes (grammar) in the rule map (Stage 3)

into a Web application designed, developed, and deployed, to serve as a digital
consultant for strategic management. This section analyzes the expert system and
the process through which it was developed.

The developed StrategyAdvisor Cloud expert system (Figs. 1, 2, and 3) suggests
strategies for middle and top managers of companies to increase their profits, based
on the facts that they provide. For various categories and functions of business plan-
ning (such as value chain, channel, and customer) (Fig. 1), the system gathers facts
through convenient questions (Fig. 2). Once the system obtains sufficient facts to
reach conclusions, it displays the suggested profit patterns as actions to take (Fig. 3).
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Fig. 9 Database structure used in the case study (Stage 4)

The methodology was implemented manually (without automation) in the case
study, including the drawing of the graphs, transforming the graphs in the forward
direction, creating the rule base in a database format, and constructing the text for
questions and answers.

In populating the knowledge base of StrategyAdvisor Cloud, the profit patterns
book, by Slywotzky et al. [14] at Mercer Management Consulting, was used as the
principal source. The profit patterns book was selected as the pilot knowledge base
for this study, primarily because the book is structured after patterns of profit, readily
discussing the strategy rules, and presenting the strategy suggestions corresponding
to each pattern. The principal challenge in transforming the book’s knowledge into
the rule base was making the transition from an essay style to a rule style, and this
challenge was conveniently overcome through the mind maps of Stage 1.

The book profit patterns presents to business professionals 31 patterns observed to
change the landscape of almost every industry.After the identification of key concepts
and ideas in the book, strategy rules were extracted through mind maps, following
the structure in (Fig. 6). The knowledge base was, therefore, initially represented in
mind maps, then in domain object maps (DOM) (Fig. 7) and finally in rule maps
(RM) (Fig. 8). A cloud software application, StrategyAdvisor Cloud (Figs. 1, 2, and
3), was then designed and created using the database structure in Fig. 9.

StrategyAdvisor Cloud is illustrated with examples from the knowledge to
product profit pattern, where knowledge is converted into a product. This pattern
is suitable for communicating the application of the methodology in the case study,
because the case study itself actually follows this pattern: the knowledge of business
thinker Adrian J. Slywotzky on strategic management [14] and the research team’s
knowledge and experience of expert system development and other fields (graph the-
ory, information visualization, knowledge representation, database systems, strategic
management) were transformed into the final product, the StrategyAdvisor Cloud
software.

The final stage of the methodology is the creation of an expert system using a
mainstream technology stack, including a programming language and its libraries.
This stage is required if one does not wish to use an expert system language or engine
as the production software. This last stage was pursued in the case study, and a cloud
application was designed and created. The database structure for the rule base is
shown in Fig. 9, the home modules page is given in Fig. 1, and sample snapshots for
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fact gathering and strategy suggestions are illustrated in Figs. 2 and 3, respectively.
The developed system mimics a consultancy service for strategic management and
can be used by any company anywhere in the world, free of charge. Technology
selectiondecisions for the cloud software are explained in detail in the supplement [7].

The StrategyAdvisor Cloud software reads the strategy rules from the rule base
that are stored in a relational database. When the software is initially launched, it
displays the module selection page, where the user is expected to select one module
at a time to run. The modules in the system are channel, customer, value chain,
knowledge, mega, organization, and product.

The facts are gathered in the StrategyAdvisor Cloud through the question pages.
Figure 2 shows a question page during the execution of the knowledge module.

For each question in the StrategyAdvisor Cloud, the answers are rated on a scale
from 0 to 10. The boundary values of 0 and 10 are labeled with descriptive text, such
as Limited and Many in Fig. 2.

Once all the relevant questions in a module have been completed, computer rea-
soning is carried out, and the suggestion window is displayed (Fig. 3). The window
successively lists every suggestion that was found “applicable” based on the compu-
tation of a ratio for that suggestion. The numerator of this ratio is the number of arcs
to that suggestion in the rule map traversed (an answer arc is traversed if the answer
to its question takes values 1, 2, 3, or 4). The denominator of the ratio is the number
of arcs in the rule map that terminate at that suggestion. Instead of displaying the
scores, a threshold score can also be used. For example, if the score of a suggestion
is greater than or equal to the crucial value of 0.6 (60%), then the suggestion can be
displayed in the suggestion window. This particular threshold value is also used by
Balch et al. [2] and de Souza et al. [15].

The suggestion window presents the strategies suggested to the user by Strate-
gyAdvisor Cloud. For example, in Fig. 3, the Knowledge to product strategy is
suggested, and the actions to take for the strategy are outlined.

The supplement [7] presents an assessment of StrategyAdvisor Cloud by the
research team. The assessment provides strong evidence for the potential success
of StrategyAdvisor Cloud, because all but one of the applicable criteria listed by
Nurminen et al. [11] are satisfied by StrategyAdvisor Cloud.

6 Conclusions

A multistage methodology, built on knowledge graphs, was applied solve the chal-
lenges of knowledge acquisition in developing SMES. The applied methodology
caters to the priorities and tasks of each team member in an expert systems project.
Graph transformation algorithms allow the representation of the same rule base in
various graph structures, allowing flexibility in the rule base development process.
The methodology was then employed in a case study in which an expert system was
developed to support strategic decision-making. The project experience and a formal
assessment against success criteria suggest that the methodology has enabled the
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rapid development and deployment of an usable and potentially successful expert
system. The special importance of StrategyAdvisor Cloud in small-medium enter-
prises (SMEs) is discussed in the supplement [7].

7 Future Work

The present study can be extended to the future with respect to both methodology
and application, as summarized below and elaborated in the supplement [7].

– Visual specification of more complicated rules in knowledge graphs.
– Use of fuzzy reasoning and multi-criteria decision-making (MCDM) for scoring
and ranking suggestions.

– Automated extractionof information and representation in knowledgegraphs using
text mining techniques.

– Integration of all the stages of the methodology in a single expert systemmodeling
software.

– Automatically generate the source code of the desktop or Web applications and
the executable of the desktop application.

– Analysis of logged data that users input into the system.
– Extension of the knowledge base to include other information sources.
– Addition of new modules in other functions of management, such as finance,
supply chain management (SCM), and human resource management (HRM).

– Usability tests, which would include user surveys, to assess the applicability of
StrategyAdvisor Cloud in business and industry.

Data Availability The domain objects map (DOM) knowledge representation of
the rules is publicly available under https://ertekprojects.com/new-knowledge-in-
strategic-management/data-yed-graphs/ as yEd graph files.
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Abstract The use of small cells, millimetre waves (mmWaves), and ultra-massive
multiple-input-multiple-output (MIMO) systems have reshaped the future ofwireless
communication and showcased fifth generation (5G) to become the most promising
communication system. Despite the significant quality of service (QoS) enhance-
ments these technologies brought, the propagation channel challenge remains unsolv-
able. This is because equipments bear zero knowledge on both channel status and its
effects on the propagating signals. It is therefore evident that these key technologies
alone would not be sufficient to enable intelligent wireless platforms for the next gen-
eration communication, i.e. holographic communication, everything-to-everything
(E2E). Intelligent reflective surfaces (IRSs) are thin and low-cost sheets yet very
effective elements consisting of mini passive elements that can either manually be
programmed or independently using artificial intelligence (AI) to alter the phase
shifts of the impinging signals and proactively control the propagation channel. This
paper investigates the impacts of using multiple IRS modules on the received power
in an non-line-of-sight outdoor wireless environment considering. The experimental
results show that received power can be enhanced by 9%.
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1 Introduction

Wireless connectivity now a days is easily accessible because of the massively large
footprints of cellular andWiFi networks. This increases the humanwork productivity,
centralizes the social interchange, and facilitates the data exchange in other sectors,
e.g. business, health care, technology, etc. With regards to that, a 100 Km2 city
for instance, requires about 3 cellular towers (depending on the transmit power) to
provide coverage for the entire city. A typical cell phone that located in about 10
metres from the base station may receive about 0.000001% of typical frequency
transmit power in non-line-of-sight (NLOS) environment because of its receiving
antenna size, and the propagation constraints. The remaining power/energy either
fades in the channel or gets received by other terminals, i.e. interferers. The fifth
generation (5G) systems rely on massive multiple-input multiple-output (MIMO)
technology to provide increased gain signals and higher data rates to users (e.g. 20
Gbps in the downlink as reported by [1]).

To date, fifth generation (5G) system’s footprint is relatively small because it has
gradually been rolling out since 2019, yet the speculations of the sixth generation
(6G) communication system have already begun in-order to look for ultra-fast speeds
and enormous capacity advancements over the 5G. Subsequently, several initiatives
are currently speculating the 6G communication system to describe features beyond
the capability of the existing 5G communication system. This is because the data
traffic has increased over 20 time than of 10 years before, and it is expected to reach
up to 5 zettabytes (ZB) by 2030 [2]. In comparison to the fourth generation (4G)
communication system, 5G offers 1000 times increased capacity, and about 10 Gbps
in uplink and about 20Gbps in the downlink as reported by [1]. However, applications
such as holographic projection [3], remote surgery, cell-free systems [4], vehicle-to-
everything (V2X) [5], high definition 3D maps indicate that massive amount of data
will be shared in the next 10 years, which cripples the 5G from embracing such
demands. Therefore, 6G will be called upon to make for the upcoming step.

The eruption of data exchange as discussed above will eventually lead to mas-
sive deployment of short range radio networks (e.g. leq 10 m), thus, hyper-dense
networks and more energy consumption and pollution. 5G base stations that support
millimetre waves (mmWaves) for instance consume nearly four-folds of 4G base
stations (18.9 kW peak consumption compared to 7.3 kW). Such trend is expected
to continue in 6G leading to more energy pollution, increased energy consumption,
and huge operational costs. The energy consumption/efficiency therefore shapes up
to be a great challenge in future radio communication. This can be reduced by either
decreasing the cell size and optimizing the transmission power, i.e. small cells, and/or
forcing small cell base stations (BSs) into sleep modes [6], while the neighbouring
BSs slightly increase their power to serve the users within the sleep zone. The selec-
tion of the BSs usually depends on two policies, (1) random selection where all
BSs are on standby mode and might sleep anytime, (2) strategic selection where the
sleep probability depends on the traffic load of that BS. The reduced energy depends
on four modes (on, standby, sleep, and off), each has a different wake up time and
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power consumption. The BS lowers its power expenditure by using linear process-
ing techniques (e.g. maximal ratio transmission, maximal ratio combining, etc.) [7]
while EE is enhanced by increasing the directivity of the signals, thus, higher spectral
efficiency (SE). Although this might be applicable for 5G systems but it may not be
achieved for next generation networks (NGNs) because the energy consumption will
surely increase. Thus, a trade-off between the energy consumption, coverage, and
the quality of service (QoS) exists for the NGNs.

Intelligent reflective surfaces (IRSs) on the other hands, emerged as a promising
paradigm that can solve for the propagation shortcomings in NGN radio communi-
cation [8]. These metasurfaces comprise of mini low-cost passive elements, printed
dipoles, and phase shifters used to intelligently alter the phase shifts of the imping-
ing signals in order to proactively control the propagation environment [9]. IRSs
are programmed using external interfaces (controllers) that bear some knowledge
on the characteristics of the impinging waves (e.g. polarization, phase, frequency,
and amplitude) [10]. Nevertheless, IRSs should have few characteristics: (1) auto-
matically control their response to the impinging signals, (2) dynamically adapt to
different wave behaviours (e.g. refraction, reflection, etc.). Also, IRSs do not need
external power supply, i.e. reduced energy consumption and are considerably cheap
in comparison to conventional cell splitting and sectorizationmethods.Using conven-
tional signal processing and artificial intelligence (AI), the IRSs can be autonomously
controlled to achieve optimized radio propagation hence, improved signal reception.

In this paper, the received power is analysed considering the use of four IRSs
deployed at different locations in the propagation environments and 5 users located
randomly. The simulation adopts the 3rd generation partnership project (3GPP)-like
channel model presented in [11] and considers an outdoor propagation environment.
The findings on this paper represent a foundation for enhanced signal reception in
beyond 5G networks incorporating IRSs to embrace the new desires at both societal
and individual levels.

The rest of the paper is organized as follows: Sect. 2 presents a discussion about
the NGNs, Sect. 3 discusses the simulation modelling, Sect. 4 presents the findings
of this paper, and Sect. 5 concludes the paper.

2 Next Generation Networks

Considering the previous discussion, 6G will profoundly embrace more degree of
freedom in wireless communication, enhance the antennas’ abilities to collect more
wireless signals, and deliver an unprecedented network capacity. It will also enhance
the security, and might make much more impact in wireless power transfer and
energy harvesting areas to enable phones to automatically charge themselves using
the radio waves and laser beams [12]. In about 10–15 years from now, super-smart
cities, Internet of everything (IoE) [13] where enormous amount of data and infor-
mation and autonomous services are available for mobile phones, flying vehicular
technology [14], etc. will all be available because of 6G systems. This is motivated
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by the development of industry X.0 concept [2] which is comprised of millions
of robots and massive ultra reliable low latency communication (URLLC) services
such as smart health care with ultra high security, ultra holographic conferencing,
and wireless 2.0 [15] and intelligent radio environments [16] where networks and
environments are both customized. Subsequently, due to the enormous complexity
in signals processing, resource allocation, computational capability, identifying and
dealing with interference patterns and dynamics, etc., artificial intelligence (AI) and
machine learning (ML) [17] have to support nearly every corner in 6G [15].

Similar to all other systems, 6G will need some efforts before any phase of imple-
mentation is started, some topics have already been addressed in 5G and some are still
open such as the backhaul subsystem that is supposed to handle the unprecedented
data traffic, the capability of the connected devices in-terms of computational perfor-
mance and power consumption, the dynamically changing topologies such as V2X,
the operating frequency bands and its’ modelling in-terms of interference dynamics
and signals susceptibility to penetration losses, resource distribution or sometimes
referred to as resource as a service (RaaS) [2] to give rise to the concepts of physi-
cal and virtual network integration, i.e. network slicing, and extremely short range
communication otherwise known as whisper radio [18].

2.1 Favourable Propagation Environments

The limited knowledge and/or imperfect channel state information as well as the lim-
itation of the contemporary approaches make the IRS an appealing solution to bring
significant performance enhancements, and at the same time combat the propagation
implications. When embedding IRSs into the existing communication environment
(indoor and/or outdoor), the signal reception, maximum sum rate, and spectral effi-
ciency are significantly enhanced because of the establishment of the favourable
radio propagation and more controllable and optimized propagation. It is under-
stood that the radio waves impinging on large surfaces can coherently add-up and
be reshaped at any point on the contiguous surface to combat the impact of multi-
path fading as illustrated in Figure 1. Noise from the surrounding environment does
not affect IRSs, and neither analogue/digital converters nor amplifiers are needed.
Consequently, an IRS neither amplifies nor produces noise while intercepting the
reflecting signals and offers completely independent duplex transmission. Particu-
larly, IRSs have maximum band response, hence, they can theoretically function at
any operating frequency. Up to the authors knowledge, the effectiveness of using
the IRSs with traditional signal processing approaches is still theoretical hence, this
paper opens the doors for enabling favourable propagation in high communication
demand areas, i.e. NGNs.
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Fig. 1 IRS module
illustration

2.2 Related Works

Many next generation technologies have been paid for the development of wireless
networks as a result of the proliferation of smart devices and emerging applications
[19]. Despite the fact that commercial 5G has only recently become widely available
in some countries, there have been preliminary efforts from academia and industry
to develop 6G systems. A large number of devices and applications emerge in such a
network, as well as heterogeneity of technologies, architectures, mobile data, and so
on, and optimizing such a network is critical. However, the main challenges of the
next generation networks are: quality of service; management; security; economic;
and transition, is the need to ensure a smooth transition to the new a data network.

IRS is a novel reflective radio technology that is attracting growing attention in
recent years. The reflective array concept was first proposed in [20] then, it has been
introduced in thewireless communications research community [21]. Form the phys-
ical view the IRS envisioned as a large planar array of passive reflecting antennas
with unique structure to achieve different communication goals [22]. In addition,
software defined networks and other artificial intelligence mechanism were used to
change and control the electromagnetic properties of each scattering element. In
the near future of wireless networks, this smart integration of radio environment
and network optimization paradigm is expected to play a big role [23]. Reflective
devices that do not use expensive and power-hungry active components have become
popular for transmitting signals to their receivers or improving the transmission of
primary communication systems using EM scattering of radio waves. The most sig-
nificant benefits of IRS in wireless communications are flexibility, programmability,
sustainability, ease of deployment, and capacity and performance enhancement.
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Most studies [24, 25] have considered the change as a phase shift only to the
incident signal, resulting in an IRS that consumes no transmit power. When direct
communications have poor quality, an IRS intelligently configures the wireless envi-
ronment to help the transmissions between the sender and receiver. IRSs can be
placed on walls, building facades, and ceilings, as in [21]. Under proportional rate
constraints, the spectral efficiency of an IRS-aided multi-user system was investi-
gated, and an iterative optimization framework was proposed in [26]. This optimized
the transmit covariance and IRS phase shifts to maximize the secrecy rate for an
IRS-assisted multi-antenna systems.

IRSs have also been used in mmWave communication systems, where a BS with
a few active antennas illuminates a large IRS nearby [27]. Massive MIMO beam-
forming gains can be achieved by increasing the number of passive elements at the
IRS without increasing the number of active antennas at the BS [28]. However, by
placing the IRS very close to the BS, these works assume a lossless fixed connec-
tion between the BS and the IRS. The problem of joint active and passive precoding
design for IRS-assistedmmWave systems,wheremultiple IRSs are deployed to assist
data transmission from the BS to a single antenna user, was studied by the author
in [29]. The evolution of reflective arrays to the IRS as well as the communication
model of an IRS-assisted multi-user MISO system and how it differs from traditional
multi-antenna communication models has been discussed. An MMSE-based chan-
nel estimation protocol at a 2.5 GHz operating frequency was proposed to estimate
the IRS assisted links. The findings revealed that IRSs can assist in the creation of
effective virtual LOS paths to improve the robustness of mmWave systems in the
face of blockages.

The authors of [30], investigate the uplink outage performance of IRS-assisted
nonorthogonal multiple access (NOMA) by considering the general case where all
users have both direct and reflection links and all links fade to Nakagami-m. In
another scenario, authors in [31] investigate the spectral and energy efficiency [32] of
an intelligent reflecting surface (IRS)-assisted multiple-input single-output (MISO)
downlink system with hardware flaws. The findings show that the performance of
both the AP and the IRS is hampered by an increasing number of elements.

The authors of [33] present instructions for embedding arrays of low-cost anten-
nas into a building’s walls in-order to passively reflect incident wireless signals.
Three parabolic antennas loaded with single-pole four-throw switches are used in
the prototype, which can achieve 64 different reflection configurations. Author in
[34] shows how to make a reflect-array with 224 reflecting units by loading a micro-
strip patch element with an electronically controlled relay switch. Variable capacitors
are integrated into the reflector panel to continuously tune the phase responses of the
reflecting units.
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3 Modelling

The simulation presented in this paper considers the use of several IRS modules
whereby their locations are determined by the coverage area radius. The distance in
between the an IRS and the other is dependant on the number of IRSs, i.e. the more
IRSs is the smaller the distance in between. The random location and separation
distance selection pave the way to later on understand the effects on the QoS and
help in selecting the optimal location that serves the QoS in the best way. An essential
factor in this simulation is the channel model whereby newer channel models should
be considered in NGN simulations. This is because these networks are required
to support 5G operation within frequency band ranges of up to 100 GHz should.
Although 3 dimension (3D) models give more realistic results, this paper considers
a 2D 6GHz propagation. In that regard, the propagation loss is obtained by the
following [35]:

Pl(d)[dB] = 20log10
(4π f d0

c

)[dB] + 10nlog10
( d
d0

) + Xσ (1)

where d0 is the free space reference distance, d is the distance between transmitter
and receiver, n denotes the path loss exponent, f is the frequency in GHz, c is the
speed of light, and Xσ is the zero-mean Gaussian random variable with a standard
deviation σ in dB (shadowing effect).

The received power can therefore be analysed in a non interfering environment,
i.e. interference is not considered. However, this is subjected to the channel state.

3.1 Simulation Setup

The simulation in this paper considers several factors that are in-lined with the 3GPP
standards. The simulations considers four IRSs are distributed in the area and 5
random users are static to one location per iteration whereby each user is assigned
to a single IRS module. The rest of the simulation parameters are shown in Table 1.

4 Experimental Results

The results shown in Figure shows a comparison of the pathloss of signals received
from the base station through the IRS modules and without them. Looking at user 1
for instance, it is easily understood that the pathloss of at least one IRS is less than
of receiving from the BS directly (Fig. 2).

This is later reflected at the received power analysis in Figure 3 where the users
receive the powerwithout using the IRSmodules. Thefigure shows that themaximum
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Table 1 Simulation parameters

Parameter Value

Frequency 6 GHz

Number of IRSs 4

IRSs locations Random

Number of users 5

Users locations Random

User association Single IRS per iteration

Iterations 100

Fig. 2 Pathloss analysis

received power is received by user 5 which is about 0.017 dB and the minimum is
received by user 2 which is about 0.001 dB.

Comparing these results to Fig. 4 where the received power when using the IRS
is presented, it can be viewed that the received power is significantly enhanced.
The same users highlighted in Fig. 3 now receive improved signals when using IRS
modules by approximately 9% which is an impressive amount considering these
simple simulations setups

5 Conclusion

Intelligent communication environments generally contain three major elements:
(1) IRS embedded objects (the channel), (2) computational learning algorithms, and
(3) the main network elements (base stations and user terminals). Although IRS-
aided communication is the paradigm shifting notion, it is ultimately challenging to
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Fig. 3 The average received
power without using IRS
modules

Fig. 4 The average received
power through IRS modules

design and build a technology that can autonomously adapt to the environment scale.
Coming up with a factual IRS that can simply work on its own once embedded in
the environment is considerably challenging. At a certain level, ML approaches have
to be used to exploit the existing knowledge, analyse signals behaviour and channel
response, and support the decision making in order to assist IRSs to adapt to any
environment and execute intelligent taskswithout being controlled or reprogrammed.
Although the analysis on this paper might not be sufficient to conclude the suitability
of the IRSs, but to some extent it shows that IRSs can be effective options for free
space propagation environments whereby it contribute in enhancing the received
power by approximately 9%. The future scope of this work includes exploring the
performance in dense areas and/or with increased number of IRSs.
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Measuring Vital Signs for Virtual Reality
Health Application

Leonel D. Deusdado , Rui P. Lopes , Alexandre F. J. Antunes ,
and Júlio C. Lopes

Abstract Smart devices are extremely useful nowadays and incorporate a variety of
tools. Their advanced technology allows them to multitask on the same device, being
because of this and due to the convenience, agility, and accuracy they bring, they are
becoming increasingly popular. Taking advantage of this, it is possible to use this
technology to assist in many areas and for a variety of objectives. In areas such as
the health sector, new devices are increasingly being used to aid in the treatment of
patients in a preventive way, such as with degenerativemental diseases. This research
explores the use of a smartwatch to capture heart rate, store it in a database, anddisplay
it on a web page, all in real time. The future significance of such a development is
based on its connection with another segment of research that attempts to employ
virtual reality to aid in the treatment of schizophrenia with a serious game, being
able to perceive schizophrenics’ body behavior for health analysis.

Keywords Health · Vital sign ·Measurement · Storage · Real time · Virtual
reality

1 Introduction

People are increasingly measuring their vital signs, whether for exercise or body
analysis for health monitoring. This is due to the increasing use of smart devices
that can quickly provide such data and a solid assessment of what is being read as
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well. The smartwatch is a popular technology these days. It is commonly used by
athletes to conduct thorough measures of calorie consumption, blood oxygen level,
and several others, including heart rate, which is the focus of this research.

It is also beneficial in a medical context and offers various advantages for ongoing
and extensive analysis. It is usual for data to be stored and utilized for behavioral
verification as technological gadgets become more integrated. The project’s purpose
is to better understand how schizophrenics act by measuring their heartbeats while
using a virtual reality serious game application and with this also aid in their treat-
ment. The next sections will go over such applications in further detail as well as
present the use of a smartwatch for heartbeat rate measurement.

2 State of the Art

Digital technology is becoming more prevalent in everyday life and more accessible
to everyone. Its evolution has been so rapid over the decades that humanity is con-
stantly learning to reinvent it for new purposes. With devices that integrate multiple
features, commonly referred to as smart devices, it is crucial to consider the quality
and security they provide in order to make them usable. With this in mind, each
branch in which they are used will necessitate various tests and analyzes to ensure
their accuracy and effectiveness, whether for an external or internal body part.

It is essential for the medical sector to have ongoing scientific studies, such as
the one conducted by Winiarski et al., who used inertial sensors attached to the
body of an automotive multinational corporation worker to determine whether there
is a relationship between ergonomic risk measures and health diseases via motion
analysis in several routine tasks [1]. Also with the research of Alsaade et al., which
used facial recognition and deep learning techniques in photos from social media to
detect children with autism, in order to aid in their treatment, reintegrating them into
society through early detection of the mental illness [2].

Measuring data for the inside of the human body is indispensable for detecting
diseases and viruses, aswell as assisting in the treatment of peoplewho are already ill.
A number of social changes and habits have resulted from the (COVID-19) pandemic.
People were required to have body temperature check, either infrared temperature
detectors or forehead thermometers [3], on most countries and most of commercial
premises to ensure that the virus was not present. Rahaman et al. conducted a project
estimating a person’s calorie burn while doing certain types of activity without the
use of a wearable device and then tested with results from those ones [4]. Basjaruddin
et al., on the other hand, designed a device to measure the level of stress, based on the
joint reading of vital signs such as body temperature, oxygen saturation, galvanic skin
response, and heart rate, captured through sensors, as a way to solve the problem of
low capture effectiveness of current medical devices that read each body information
separately [5].

When it comes to schizophrenia treatment,which is the ultimate goal of the current
project’s development assistance, there is an increasing amount of technology-driven
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research. Abbas et al. conducted a research with schizophrenic and healthy individu-
als to assess motor functioning as a characteristic of schizophrenia over a two-week
period, being trained by the study team to use a smartphone application that asked
simple questions and captured a video of the participant’s response, using the front-
facing camera, making an analysis of their head movement by machine learning and
computing vision [6].

It is then noticeable the increasing in the use of mobile devices to support med-
ical treatment and public health, referred to nowadays as mHealth, but awareness
is required not only for regular smart device users but also for doctors and other
associated professions. Gupta et al. conducted a review with this approach, analyz-
ing potential benefits of smartwatches in the clinical area, given their wide range of
capturingmetrics of the human body, whether with heartbeat rate, amount of oxygen,
steps count, sleep tracking, (ECG or EKG), (HRR), or (HRV), realizing the great
value and good results coming from the use of this technology [7]. The heart rate is
one of the most frequently used features on smartwatches. This feature has a huge
advantage in that it can be combinedwithmany various purposes and provide support
for other analyses. It also has the ability to tell how a person feels while performing
an action. As inNielsen’s research, which uses a smartwatch tomeasure the heartbeat
of children who have issues integrating and interpreting sensory information, that
can lead to learning difficulties, then a haptic vest is used for sensory stimulation [8].

Another example would be in relation to (VR), such as the research of Hirzle et
al. into this interaction, or the work of Salekin et al. on creating a tool for visualizing
enormous and complex medical datasets, which uses the watch as an input method
[9, 10]. Furthermore, Quintero et al. discussed the effectiveness of this use with
physiological computing system for mental health therapies in their master thesis,
analyzing (HRV) during slow-breathing relaxation exercises using a smartwatch and
recognizing that medicine can benefit from mobile technology but emphasizing the
need to be cautious of technical instabilities [11]. Another intriguing research was
conducted by Dolu et al., which investigated how (VR) affects isometric muscle
strength. They discovered that participants experienced less pain while using (VR)
compared to the traditional exercise were capable of pushing themselves more and
felt the time pass more quickly, and there was no difference in their (HRV), which
is a metric measured using a smartwatch [12].

The current project uses a smartwatch to monitor the heart rate, as described in
greater details in the following sections., with the intention of later integrating it with
a (VR) application, sometimes in conjunction with the usage of a haptic vest, to aid
in the treatment of schizophrenics [13–15].

3 Heart Rate

The capability to collect information directly from the user is essential for the opera-
tion of many smart device systems, especially when the application’s objective is to
monitor or examine bodily behavior metrics. Although they are not medical devices,
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Fig. 1 Heart rate steps. a Smartwatch and smartphone. bHealth data server. cNode.js. dMongoDB
and MongoDB chart. e Webpage

smart devices are highly accurate nowadays and can provide a satisfactory estimate
to the user, so there is no need to perform numerous medical tests in order to obtain
basic information. Smartwatches, for example, that measure with good precision, are
not overly intrusive, and do not require calibration.

With that in mind, the project’s goal is to employ a smartwatch to capture met-
rics from user’s heartbeat while they are using a (VR) application which focuses on
supporting those who suffer from schizophrenia, a progressive mental disorder for
which there is yet no cure [14, 16]. Such information will be recorded in a database
for analysis of how people feel and when it happens, enabling analysts to deter-
mine in what way the (VR) application affects heart rate variations. Additionally,
another branch of the study uses a haptic device to try to make the (VR) experience
more immersive, which the data will also be used to analyze user’s body feedback
[13].

To accomplish this, it was essential to use and configure a smartwatch that could,
as illustrated in Fig. 1, record heartbeats (connected with a smartphone) (Fig. 1a) and
connect it to an application that could gather this information and send it to a desktop
computer for which the Health Data Server Application [17] (Fig. 1b) was chosen.
Those steps will be explained in Sect. 4.

The information was taken by coding with Node.js (Fig. 1c) [18], that will be dis-
cussed in Sect. 5, and then stored in a MongoDB (which provides MongoDB Charts)
(Fig. 1d) [19] database, as it can be seen explained in Sect. 6, being all platforms used
to generate the desired result. The last step was to display the data on a webpage
(Fig. 1e), and it will be explained in the Sect. 7.
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4 Heartbeat Rate Measurement

For the heartbeat rate measurement, it was chosen to use a smartwatch that could
capture the heart rate quickly and reliably, and this is the first step of the process as
it can be seen in Fig. 1a.

The Apple Watch Series 6 [20], from Apple Inc. [21], was selected as the smart-
watch for the research because it includes advanced technology and a third-generation
optical heart sensor in addition to an electrical heart sensor [22], besides being light
andhaving a small area of contactwith the user’s body, it does not causemuchdiscom-
fort; in otherwords, it is not quite intrusive. Thewatch contains an optical heart sensor
for measuring heart rate, which can also use infrared light, green (LED) lights, and it
has “built-in electrodes in the Digital Crown and the back of AppleWatch, which can
measure the electrical signals across your heart” [23–25]. A disadvantage of adopting
Apple’s system is that in order for the watch to operate, you must always have the
iPhone around, connected to the internet, and paired with the same Apple account.

The Health Data Server Application [17], created by Rexios, was used for heart
rate capture because it effectively transmits the heartbeat rate fastly and is simple
to use, and this is the second step of the process as it can be seen in Fig. 1b. It
was installed on the iPhone and the watch itself. Figure2 exhibits the application
being used on the smartwatch while capturing the user’s heartbeat (a), an user testing
it with a haptic vest and our (VR) application displayed in Oculus Meta Quest 2
[26] (b). Part (c) of the image corresponds to what the user is experiencing in the
Oculus, which is another branch of the project that has developed a (VR) serious
game application [14] to aid in the treatment of schizophrenia, which will be tested
with schizophrenics afterward. For such objective, the developer makes available
the executable of various systems in a page on GitHub [27] that has instructions for
using and downloading files [28].

Fig. 2 Smartwatch usage process. a Smartwatch and smartphone with health data server. b Smart-
watch, VR application and haptic vest. c VR application
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5 Data Acquisition

The data acquisition from the smartwatch had to be received via an (IPv4) connection
to the computer. In order to do this, programming code was required to obtain it and
used to manage the entire data flow, starting with collecting it from the application
until storing and displaying it, and this is the third step of the process as it can be
seen in Fig. 1c.

For each user, it is started a new section on the website, followed by a new mea-
surement within the smartwatch application, which starts recording each heartbeat.
Our project’s GitHub page hosts the open-source application code and also provides
additional details on how to use and install the project [29]. The final step was to
display the data on a webpage in a more simplified format. This page is being cre-
ated locally on port 3000 on localhost. More information about the website will be
provided in the Sect. 7.

6 Data Storage

It was necessary to use a database in a cloud for data storage that would allow for
simplicity and agility, with the goal of transmitting data in real time, in addition to an
online connection that would allow data transmission from a device. It was chosen
a (NoSQL) oriented database which stores data in (JSON) [30, 31] format and was
used to store user’s heartbeat data from the smartwatch application, among other
things, and this is the fourth step of the process as it can be seen in Fig. 1d.

Figure3a exhibits the database for saving user data in MongoDB Atlas [32],
MongoDB’s cloudmanagement. Several elements considered necessary to savewere
defined for this, such as the user’s name, an identifier of themeasurement section they
are in, the start and final date and time of that section, and the section’s duration in

Fig. 3 Database configuration and display. a MongoDB storage. b MongoDB real-time chart
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minutes and seconds. It also saves the possibility of the user surpassing the safe upper
or lower limit of the heart rate, as specified by a doctor in a user analysis. Furthermore,
the heartbeats are recorded along with the moment they were collected.

For Fig. 3b, a graph built on MongoDB Chart [33] is displayed with the same data
as in Fig. 3a. Its configuration is determined by the heartbeat rate on the vertical Y
axis and the time of each beat on the horizontal X axis, besides from the number of
heartbeats represented on the graph line for each time. The time gap between each
heartbeat is around 5s.

7 Website for Management Control

Tomanage the application and present the gathered heartbeat data in a simplemanner,
a webpage was designed that enables the user to manage a new data entry (a), or
view previously obtained data (b) while being in real-time connection, as shown in
Fig. 4, and this is the last step of the process as it can be seen in Fig. 1e.

To begin a new heartbeat acquisition, it is necessary to provide the current user’s
name and begin the capture process by clicking on the start button, followed by the
need to begin the capture by smartwatch application, as previously described. After
that, the page displays information about the data for this new analysis, such as the

Fig. 4 Webpage exposure. a New entrance. b Old measurements
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section identifier, name, start, finish, and duration of the capture section, and if the
high or low limiting heartbeat rate was reached during application operation, showed
on Fig. 4a. Along with this data, the chart automatically generates a real-time graph,
displaying the heartbeat rate on the vertical Y axis and the time of each beat on
the horizontal X axis, and the time gap between each heartbeat is approximately 5 s.
Figure4b displays the oldmeasurements data, which is presented in the samemanner
as Fig. 4a.

8 Conclusions and Future Works

This research investigated the use of a smart device to capture heartbeats, saving data
in a database and displaying it on a web page, all in real time and in a simple manner.
Even though they are not medical devices, they perform very well in measuring vital
signs and are able to aid in health sector in a way cheaper methodology compared
to conventional medical equipment. It was realized that the cloud connectivity was
quite useful, with the ability to record and visualize data in a few seconds, as well as
transfer information by connecting devices to the database.With this implementation,
the medical analysis of a schizophrenic can happen instantly while using the (VR)
application.

The future of this implementation will enhance its database configuration, bring-
ing in additional vital data such as health and national ID, as well as its presentation
and features. Despite the good integration between the platforms used in the project’s
development, a limitation is the requirement to have the smartphone close to thewatch
and on the same account, which if not connected makes using the system impossible.
Using outsourced services may also result in issues resulting from system updates
or changes to privacy policies. This determines a potential change in the platforms
used when focusing on the future growth of obtaining and displaying detailed vital
signs of schizophrenics.

It will also be integrated with the other branches of the project that employ a (VR)
serious game application in conjunction with a haptic vest to aid in the rehabilitation
of schizophrenics and their reintegration into society. Heartbeat analysis will be
crucial in determining how the patient feels during this treatment.

Also of interest are the additional possibilities for capturing vital signs that a
smartwatch affords, which, if feasible, will be included to the project. Ideally, all the
data obtained will be used to make our (VR) serious game application adapt to each
single user, by the use of (AI), being possible to make the application take attitudes
and change its approach based on the schizophrenic’s body behavior.
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Abstract The DevOps movement, which aims to accelerate the continuous delivery
of high-quality software, has taken a leading role in reshaping the software industry.
Likewise, there is growing interest in applying DevOps tools and practices in the
domains of computational science and engineering (CSE) to meet the ever-growing
demand for scalable simulation and analysis. Translating insights from industry to
research computing, however, remains an ongoing challenge; DevOps for science
and engineering demands adaptation and innovation in those tools and practices.
There is a need to better understand the challenges faced by DevOps practitioners
in CSE contexts in bridging this divide. To that end, we conducted a participatory
action research study to collect and analyze the experiences of DevOps practitioners
at a major US national laboratory through the use of storytelling techniques. We
share lessons learned and present opportunities for future investigation into DevOps
practice in the CSE domain.
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1 Introduction

High-performance computing (HPC) today plays a central role in scientific discovery,
economic competitiveness, and national security in the United States and elsewhere.
On the economic front, one US-government funded study estimated that every dollar
invested in HPC generated an average of $507 of new revenue and $47 in profit or
cost savings [1]. Likewise, to stay at the forefront of science and engineering, the
United States has made substantial investments into computing technologies to push
HPC into the Exascale era [2], with the world’s first supercomputer capable of over
a quintillion operations per second, Frontier, being brought online in 2022.

As the demand for high-quality simulations and data analyses continues to grow,
the computational science and engineering (CSE) community has likewise had to
evolve; there has been a notable shift away from small teams working on research
scripts in isolation toward community-driven, open-source software ecosystems [3–
6]. The makeup of the workforce has also been rapidly diversifying, with Research
Software Engineering (RSE), DevOps, and IT Service Management (ITSM) pro-
fessionals allying with computational scientists and mathematicians. They bring
with them modern tools, practices, and perspectives on software development and
maintenance – bridging the divide between conventional and scientific computing.
Integrating those professionals into the teams, institutions, and culture remains an
ongoing challenge [7–9], but the historical “chasm” between software engineering
and scientific computing has narrowed considerably in recent years (c.f., [10]).

In this study we focus our attention on DevOps in CSE contexts. For the purposes
of this work, we use the definition of DevOps coined by Leite et al.:“a collaborative
and multidisciplinary effort within an organization to automate continuous delivery
of new software versions, while guaranteeing their correctness and reliability” [11].
To keep pace with demand, HPC CSE software must evolve more quickly while
still remaining credible and trustworthy. There is an urgent need for more capable
cyberinfrastructures to develop, deploy, and maintain that software. At the same
time, however, DevOps for science and engineering presents unique challenges, and
it demands adaptation and innovation in tools and practices; solutions that work
for a web application in industry are unlikely to perfectly fit the needs of a multi-
physics HPC application. At the present, the intersection of DevOps and scientific
computing is critically understudied. A deeper understanding of how DevOps work
is done in CSE contexts and what needs practitioners have could (1) inform the
design of better tools and techniques, (2) support effective policy-making around
cyberinfrastructure sustainment, and (3) raise awareness of the critical role played
by DevOps practitioners in advancing science and engineering.

For these reasons, we conducted a participatory action research study to collect
and analyze the experiences of DevOps practitioners at Sandia National Laborato-
ries [12]. The first three authors of this study recruited practitioners to share “war
stories” [13], detailed narratives of challenges faced and accomplishments made in
DevOpswork at the laboratories. In linewith the principles of action research to allow
software professionals to express their own voices, all participants were co-equally
involved this study and are co-authors of this paper.
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2 Background

DevOps has been in existence and usage for over a decade, evolving naturally from
a necessity for breaking down silos between different developers within a software’s
lifecycle to focus on people and processes instead of distinct outcomes [14]. The shift
is primarily marked by the creation of the devopsday conferences1 in 2009 and has
grown into aworldwidemovement over the past 13years. The emphasis of DevOps is
to merge the “makers” with the “deployers” to create a more cohesive (and iterative)
product; in fact, it is a natural extension of the Agile principles to extend beyond
“code checkin” [15].

We can already see an issuewith this emphasis, however—it is focused on creating
and deploying a product in a pipeline where developers and operations professionals
are not one and the same. Within scientific software communities, however, these
activities have stayed essentiallymerged for research scientists. This is because,more
often than not, researchers assume all of the roles within a software lifecycle [16].
Because software now underpins nearly all realms of scientific research, scientific
researchers are expected to be literate not only in their domain of expertise, but also
in software engineering.

There is a natural shift to respond to this need—including the application of Dev-
Ops practices to existing and new scientific software development teams. Through a
combination of gray literature, peer-reviewed literature, and personal “war stories,”
we have observed that the adoption of these practices has large potential—but also
potential pitfalls. We aim in this paper to discuss some of these successes and fail-
ures, contrasting how our stories compare with the top critical challenges to DevOps
culture adoption as found in a recent systematic review by Khan et al. [17] and prior-
itized practices as discussed by Akbar et al. [18], to provide actionable suggestions
for changes to the current paradigm, and to highlight areas where more researchmust
be done.

3 Related Work

Almost all of the scholarly literature concerning DevOps for CSE has come from
the perspective of researchers interested in applying DevOps tools and techniques
rather than from DevOps practitioners. Conversely, there is a significant amount
of gray literature (e.g., whitepapers, blog posts) that comes from the practitioners’
perspectives.

In part, this is due to the recent up-trend of conferences and workshops geared
toward scientific software development. Here is a non-exhaustive list of examples:
the Collegeville workshop series2; the Tri-lab Advanced Simulation & Computing

1 https://devopsdays.org/.
2 https://collegeville.github.io/Workshops/.

https://devopsdays.org/
https://collegeville.github.io/Workshops/
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Sustainable Scientific Software Conference3; and the Workshop on the Science of
Scientific Software Development and Use4. Software sustainability has also been
at the forefront of consideration for the Department of Energy as shown by the
recent Request for Information on Stewardship of Software for Scientific and High-
PerformanceComputing [19]. Cross-institutional projects such as the Exascale Com-
puting Project (ECP)5 also place importance on developer productivity and better
development practices for scientific software, with information distributed through
webinars, tutorials, and the website Better Scientific Software (BSSw)6.

DevOps is a recurring topic in this space. In their BSSw blog post, Beattie and
Gunter detail the adaptations of DevOps practices that have been applied to the
Institute for Design of Advanced Energy Systems (IDAES), which include weekly
standup meetings, incremental improvements to automated testing, and “soapbox-
ing” (frequent discussions about the importance of software engineering practices
with leadership) [20]. The 2020 Collegeville workshop’s theme was “Developer Pro-
ductivity” which yielded whitepapers that discussed Agile practices, challenges and
successes related to automated testing, and a mapping of difficulties and recommen-
dations for each stage of the software delivery lifecycle from the lens of scientific
software engineering [21–24]. The 2022 Tri-lab Advanced Simulation &Computing
Sustainable Scientific Software Conference had two tracks for “DevOps Infrastruc-
ture Development” and “DevOps CI/CD Pipeline Development.”

de Bayser et al. has argued that DevOps concepts and practices should be inte-
grated into the activities of researchers to help increase productivity and quality of
the resulting software [25, 26].Whitepapers and blogs from the DevOps community,
however, argue for more specialized roles. Gesing argues for the implementation of
well-defined roles in teams rather than researchers acting as “all-rounders” [27].
Adamson and Malviya Thakur second this view in their whitepaper on the opera-
tionalization of scientific software fromaDevSecOps perspective [28]. This is further
supported by the rise of the RSE professional designation which aims to represent the
unique role of software engineering expertise applied directly into research software
development.

4 Methodology

To collect and analyze the experiences of software practitioners doing DevOps work
in CSE contexts, we used storytelling techniques to draw together an ensemble of
challenges and triumphs in DevOps for CSE. We then analyzed that data through a
participatory action research lens to build consensus among participants around their
needs and values.

3 https://s3c.sandia.gov/.
4 https://web.cvent.com/event/1b7d7c3a-e9b4-409d-ae2b-284779cfe72f/summary.
5 https://www.exascaleproject.org/.
6 https://bssw.io.

https://s3c.sandia.gov/
https://web.cvent.com/event/1b7d7c3a-e9b4-409d-ae2b-284779cfe72f/summary
https://www.exascaleproject.org/
https://bssw.io
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Fig. 1 An illustration of the methodology used to collect and assess evidence gathered in our
study. Participants were recruited to share stories of challenges and triumphs in DevOps, report
lessons learned, and reflect on their questions about best practices. For our analysis, we compared
reported experiences to trends in the scholarly literature and then iterated with our participants as
co-researchers to refine the contents of this study.

Storytelling is a qualitative data collection technique where participants are asked
to recount detailed events from their own experiences [29]. The use of storytelling
to analyze participants’ experiences is a popular technique in the social sciences. A
2022 publication ofCommunications of the ACM, Barik et al. speak to the importance
of applying storytelling techniques in scientific settings to promote better commu-
nication and overall understanding [30]. Moreover, as noted by Polletta et al., as a
method for representing the views, attitudes, and experiences of a community, story-
telling is often seen as more authentic and democratic in character (i.e., “everybody
has a story”) [31].

Our study draws inspiration from the work of Lutter and Seaman, who collected
“war stories” concerning documentation usage during software maintenance [13]. A
key methodological difference in our work is that we seek to apply methodological
techniques from participatory action research (PAR) to guide our data collection and
analysis. PAR is an approach to action research that emphasizes direct participation in
the research process by the members of the community whose interests the research
is meant to serve [32]; as explained by Baum et al., “PAR advocates that those
being researched should be involved in the process actively” [33]. In our work,
we take the position that software practitioners doing DevOps for CSE are qualified
subject matter experts who can speak credibly to the challenges they face, and that all
participants in our study (the first three authors included) are co-researchers. For that
reason, rather than collecting data from participants and independently performing
qualitative analysis on that data, we used an iterative, consensus-based approach to
draw out themes among our experiences. To help lend greater validity to the work
andmitigate bias, we draw upon the peer-reviewed literature to compare and contrast
our experiences with those of other DevOps practitioners (see Fig. 1).

All the authors of this study are employed at Sandia National Laboratories, a
US federally-funded research and development center (FFRDC)7. As national secu-

7 https://www.sandia.gov.

https://www.sandia.gov
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rity laboratory, Sandia relies heavily on computational simulation and data analysis
to achieve its science and engineering objectives; this is made possible through a
complex ecosystem of scientific software libraries and applications, some developed
internally and others community-owned and hosted on the open web. Orchestrating
the development, deployment, and maintenance of those software stacks is a sig-
nificant DevOps research and development (R&D) challenge and an active area of
interest for US national laboratories. During the Fall of 2022, the first three authors
recruited participants through the institution’s Research Software Engineering Com-
munity of Practice (RSE-COP) mailing list and directly from the first three authors’
departments (roughly 150 people in total). Participants confirmed their participation
over email and submissions for stories were collected using a collaboratively-edited,
web-based corporate wiki. The contribution page included guidelines for potential
contributors.

In particular, potential contributors were asked to provide stories about their expe-
riences conducting DevOps in scientific software development (successes, failures,
challenges, changes, etc.) in topics such as testing, team policies and procedures,
technology stack modernizations, tradeoffs (e.g., maintainability for performance),
etc. To seed the discussion, the first three authors provided stories and open ques-
tions. Recruitment yielded 9 additional participants, and together we produced a set
of 13 stories that reflect different aspects of DevOps work at the labs. In addition to
the stories, contributors added open questions relating to their story or the DevOps
culture and ecosystem. We present those stories and questions in Sect. 5.

To better understand how our experiences map to those of DevOps practitioners
outside of CSE contexts, we analyze their challenges and lessons learned through the
lens of the scholarly literature on DevOps in industry contexts. In particular, we use
two systematic reviews of the literature to frame our analysis: a review of common
cultural challenges to DevOps adoption in organizations by Khan et al. [17] and a
review of best practices in DevOps by Akbar et al. [18]. We present findings from
our analysis in Sect. 6.

5 Results

Following the collection of the stories, we identified four overarching themes: Soft-
ware Development Lifecycle, Testing, Team Policies and Processes, and Institutional
Support. We present the results of those themes here, including open questions posed
by the authors, and will discuss them in more detail in Sect. 6.

5.1 Software Development Lifecycle

Software development of all forms will execute, whether explicitly or implicitly,
a software development lifecycle (SDLC) model [34]. Popular models are Agile,
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Kanban, and (the topic of this paper) DevOps. At their core, SDLC models provide
defined structure for software development activities.

CSE teams also employ SDLC models, such as Use Case Driven Development.
“Use Cases” are the fundamental piece of business value in most software. They can
help clearly communicate the business needs from the customer to the development
and research staff. Use Case Driven Development is a methodology focused on using
“Use Cases” as the central component to writing software [35].

The application of this methodology to scientific software development can be
quite natural. As one author details:

At the start of a newproject, we knew that the customerwould have a set of research questions
related to their data and domain. To design the software, we modeled each research question
as a use case and had a few planning meetings to further define entities and relationships. ...
Each use case became a command line tool and separate python module that the customer
could use directly. We developed a common set of libraries that define and work with the
domain entities and relationships—S1.

In practice, this author found that applying Use Case Driven Development strate-
gies to their research resulted in much more cohesive conversations around and
development of the research software. Each feature could be directly mapped to a
“Use Case,” and because of the modularity of the design, it became much easier to
augment when new questions were added to the domain.

While Use Case Driven Development is useful for creating software, there is still
the consideration of deploying it. A common challenge particularly across national
laboratories is how to ensure cohesive usage across differing customers, networks,
computing systems, and architectures. Two of the authors describe their solutions to
this challenge:

We have started using Docker containers to rapid and flexibly deploy software to our cus-
tomers. ... Using this set of Docker containers removes the concern about customizing an
environment on the customer machine(s). Instead, we can customize everything on our end
and then send them the set of Docker containers as a zip file. In practice this has increased
our success rate of deployment and allowed us to ensure that our development environment
is nearly identical to our deployment environment—S2.

While this solution is tuned to an external customers’ needs, another of the authors
instead looked at how to resolve differing build environments within the same devel-
opment team:

One of the consistent workflow problems that my colleagues and I have run into, especially
when on-boarding new teammembers, is to get someone set up with the proper development
environment, the correct versions of libraries, etc. for a particular project. ... In the last few
years, a number of my colleagues and I have managed our build environments using the
Nix system, and it has been quite beneficial to our projects. When on-boarding new people,
all they have to do is execute the command nix develop in the root of the source tree.
Occasionally there is a hiccup, but the vast majority of the time they get a fully configured
development environment without any additional effort. This saves us days or weeks of
frustration—S3.

These stories detail successful application of industry-standard DevOps solutions
to scientific software development needs.
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5.2 Testing

The challenges surrounding testing scientific software have been well-documented.
In Kanewala and Bieman’s literature review, they detailed that these challenges come
in two forms: technical and cultural [36]. The authors have experienced the problems
in both of these major categories.

Technical In the category of technical challenges, Kanewala and Bieman further
categorize into four sections: (1) test case development, (2) producing expected test
case output values, (3) test execution, and (4) test result interpretation. Independent
of this literature review, the authors provided stories (some failures, some successes)
that fall into each of the four sub-categories.

With regards to (1), one author specifically calls out difficulties relating to number
of potential parameters:

Some bugs were able to slip past our CI/CD. These bugs were usually missed because the
CI/CD did not fully exercise the parameter space (e.g., build options). The team is looking
to fix this by either running a full factorial parameter matrix or by decomposing the behavior
into independent units which can be tested independently rather than compositionally—S4.

Another author also alludes to configuration options in their testing infrastructure:

I ammember of a software package that consists of dozens of sub-packageswith thousands of
configuration options, all of which application teams rely on for their specific sub-package.
Continuous integration testing entails vetting that the code-base works with specific config-
uration settings; toolchains such as GCC, CLANG, and CUDA; and HPC architectures—S5.

The same author also details challenges with regards to (3):

The CI testing infrastructure is currently limited to using a custom automation tool that
pulls the proposed code changes into [our institution’s] networks. The tool must then launch
and monitor the tests. With build and test times averaging six hours and up to 11 builds
run per change, there is a huge maintenance and resource cost. Frequently, something goes
wrong during the average build and results in test results never being reported back to the
developer—S5.

While not explicitly stated within (3), modernization of testing infrastructures
was another consideration of the authors with respect to test execution.

I am a DevOps contributor to a scientific Python package aimed at optimization modeling.
... In early 2022, a downstream dependency requested support for Python 3.10. This request
revealed a problem ... [that] required an entire refactor of the testing suite to use the popular
and regularly maintained package pytest. On the surface, this refactor seemed simple. The
issue: because of the age of the scientific package, ample homegrown infrastructure had been
built specifically around nosetests that needed to be preserved (e.g., dynamic categorization,
dynamic test creation). What was anticipated to be a quick and simple fix took over a month
of dedicated, time-intensivework to convert in order tomaintain expected functionality—S6.

Multiple authors have had to contend with one of the largest plagues in scientific
software: repeated code (4).
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Often times in engineering science software libraries, there aremany similar implementations
(models, etc.) that could share a lot of the same core tests. This includes integration tests in
addition to unit tests. The problem is that the many similar implementations rarely share the
same tests, since they are typically developed in series rather than in parallel. ... This causes
issues related to inconsistent testing of implementations when certain tests are included
somewhere and not elsewhere, and a lack of testing efficiency when the tests are copied
in multiple places. Theses issues can inhibit the quality of the software and cause further
development to become less straightforward—S7.

In some cases, the repeated code led to the developers struggling with the same
bug for over a decade:

While running an important application deployed to an HPC cluster, it was discovered that
there was a scalability bug in a math library we develop, resulting in a nearly 30% drop in
performance. ... What was interesting, however, was the unusually long-lived history of the
bug. The team of developers who found the bug discovered that the exact same bug had been
introduced, found, and fixed in the math library multiple times over the years. The offending
code was first introduced in three packages between 1998–2000 and fixed in 2005, copied
line for-line into a fourth package in 2004 and fixed again in 2015, and finally introduced
into the last package in 2014 and fixed in 2017. In each case, the discovery and solutions
were socialized, comments were made in the code, and notes were left in an issue tracker,
but that information did not flow to the right parties in each subsequent incident—S8.

While the DevOps challenges surrounding testing in scientific software develop-
ment are well-known and commonly experienced, testing has long-reaching impli-
cations on the success and stability of the software. One author describes the benefit
of formal verification (2):

I regularly contribute to a large code base in a domain that is notorious for begetting intricate
software systems that contain all sorts of subtle bugs, some which can live for decades. The
particular code that I contribute to is unique because it has a formal, end-to-end, proof of
correctness, which is mechanically checked against the code at compile-time. [In o]ne of
the improvements that I worked on ... I hit a wall in the proof and could not proceed further.
When investigating why the proof wouldn’t work, I realized that my implementation was
incorrect. I had missed a corner case. In the end, I might have been able to catch this corner
case with tests, but the application domain is complex enough where that bug could easily
have gone unnoticed. I was able to fix this bug before it ever made it into the code-base—S9.

Some of these experiences, however, crossed the line from technical into cultural.

Cultural Examples of technical challenges experienced by the authors are endless.
They are not, however, strangers to the cultural concerns as well.While story S9 talks
about the benefit of formal verification, the author also notes a significant problem—
formal education:

The overwhelming majority of scientists and software engineers have absolutely no expe-
rience in formal verification. It just seems like a black art. How do we educate our work-
force about practical formal verification? Just as with “design-for-test,” how do we integrate
“design-for-verification” into our programming curricula?—S9

One author calls out specific ways that education can be applied:

The greatest difficulty I’ve had as a DevOps practitioner in the research software world has
been getting decision makers to understand the complexity involved in designing, building,
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maintaining, and extending infrastructures to accelerate the delivery of value from devel-
opment into operations, amplify feedback loops, and enable a culture of continual learning
and experimentation. Building shared understanding is a prerequisite for culture change.
Applying this to DevOps in the research software space means algorithmists, simulations
experts, analysts, managers, etc., must dedicate time away from regular milestone-driven
activities to learn what the DevOps paradigm shift actually is, what changes in thinking it
requires, and what kind of activities it entails. This can be done, in part, through studies and
discussions of books such as The DevOps Handbook, The Phoenix Project, The Unicorn
Project, or Continuous Delivery—S10.

This author points out a secondary problem—software development activities
fall below research priorities. In reference to story S6 regarding the conversion from
nosetests to pytest:

As software projects mature, so, too, should their support for modern technology. In this
case, once the main test driver was announced to no longer be supported or updated, it would
have benefited the scientific software development team to begin the transition to a newer,
regularly maintained test driver. Instead, the team relied on the hope that it would continue
to work... Until it didn’t. It is essential for teams to preemptively address these concerns
rather than wait—S6.

The overarching consensus for cultural issues throughout these stories: the exper-
tise of the DevOps developers needs to be given the same priority as those of the
domain scientists.

5.3 Team Policies and Processes

Software quality is dependent on the effectiveness of a project’s DevOps practices,
but this goes further than just quality—culture also plays a critical role [37]. As stated
by Perera et al.: “Culture is another important factor because it changes the way in
which teams work together and share the responsibility for the end users of their
application.”

As detailed above, one author contributes to a package with dozens of sub-
packages and thousands of configuration combinations. In their case, the difficulties
in testing lead directly to poor teaming dynamics:

Developers are frustrated while the DevOps team has an endlessly growing backlog of work.
While this automation is better than no CI testing, it has resulted in poor teaming dynamics
and a large maintenance burden. Additionally, this DevOps team is so busy maintaining
configurations and keeping the infrastructure running that they have no time (or available
options) to improve the infrastructure. As a result, teaming dynamics continue to digress,
and it is difficult to retain team members—S5.

Teaming dynamics can be strained more with changing policies and procedures,
though the risk may pay off in the long run. One author details their package’s shift
from subversion to git and hosting on GitHub:

The more mature a project is, the more likely there has been turmoil over changing tech-
nologies. For example, one package created by [laboratory] scientists started on subversion
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and a [internally]-hosted repository for many years before transitioning to GitHub. In the
subversion days, developers would commit directly to the main branch, which led to fre-
quent bugs, breakage, or repository pollution. ... When the team eventually transitioned to
GitHub, pull requests and code reviews were added into the development workflow. Initially
this caused conflict on the team as it slowed down the development speed and introduced
“extra overhead.” This change, however, improved the overall stability of the code base. ...
The code reviews also generally have raised the quality of the code base. This has allowed
developers and maintainers to shift focus to improving existing infrastructure and modern-
izing the code and its dependencies and has allowed a larger community of contributors to
add their contributions without lowering the quality of the package—S11.

This example highlights two main points: (1) change can be difficult but overall
bring about better processes and stability, and (2) buy-in is essential for adopting
team policies. Once fully adopted, solid team policies can save a team from disaster.
Another author provides a perfect example:

A graduate student intern collaborating with [laboratory] researchers was traveling to a
customer meeting to demonstrate their software product, including very recent updates to
the tool and presentation. During travel, the student’s laptop—the primary machine used
for development—was stolen. Fortunately, members of the team had diligently maintained
comprehensive remote version control systems. Upon arrival at the meeting location, the
presentation, software tool, and demonstration were downloaded to a colleague’s system,
reverted to a stable version, and operations proceeded with minimal disruption. Customers
who were unfamiliar with the team’s version control practices were thoroughly impressed
at the team’s resilience given the circumstances—S12.

This same author goes further to say, “Incorporating DevOps best practices into
workflows hedges against unforeseen catastrophe. The initial investment and learning
curve associated with applying these strategies routinely—especially for scientists
who may feel little need to otherwise learn “software development” skills—has the
potential for serious payoff in the long run.”

5.4 Institutional Support

Providing institutional support for development opportunities (professional and tech-
nical) is a key contributor to retention of staff and staff happiness [7]. In particular,
providing opportunities for staff recognition, growth, and ability to influence the
organization’s direction through implementing cultural changes, teaching new best
practices, and advancing an organization’s shared understanding of DevOps best
practices can boost retention and create a sense of belonging.

Professional development opportunities can come in different forms: taking train-
ing, developing training, community building, etc. There has long been a history of
software developerswithin CSE teams being fragmented in their work [38]. This type
of fragmentation primarly affects access to professional development opportunities
that would improve the overall state and trustworthiness of scientific software. As
one author points out:
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The problem is we have a long history of insufficiently funding and staffing the [software
development] activities that would solve our issues and prevent them from happening again
in the future—S10.

In their study, Raybourn et al. foundmuch of the same: “The next opportunity area
for incentivizing software quality engineering as part of a culture’s practice comes in
the allocation of funding for quality in software projects. In interviewswith personnel
from two distinct Centers, lack of monetary resources was the most-frequently stated
challenge facing developers. Participants mentioned fragmentation, competition for
funding, lack of rewards for development work, etc. As one participant plainly stated,
“You can’t have quality without the money to pay for it.”” [39]

Institutional support is necessary not only for direct development activities, but
also training. One such author was fortunate to be financially supported in creating
and delivering a training for Git:

Running a 2-hour long workshop and teaching others about Git was a first for me. Once the
reality sank in and I was getting ready for the talk and the hands-on activity, I realized that
I didn’t know the tool as well as I ought to to be able to present to others with any sense
of authority. I asked around for resources and compiled the important topics to cover. From
practicing Git for about a decade now, I knew how to use it and navigate its documentation
to get the work done, but I did not feel comfortable answering questions on the spot about its
nuances. Being confronted with my lack of knowledge forced me to better my understanding
of Git and it allowed me to become a more proficient user—S13.

This activity provided the author with the ability to not only inform others, but
also strengthen themselves as a developer.

5.5 Open Questions

– How can we document and standardize our deployment process to make it even
easier to release and deploy software for researchers without DevOps training?

– How do you find the time/funding to make such drastically large changes?
– Is it possible to get funding agencies to start requiring technical debt reduction
plans as part of the proposal process? How do we promote a culture of mutual
ownership of technical debt?

– Howdowe build a culture among thosewho identify as scientists first that software
best practices should be adopted and adhered to, even when the initial investment
is high?

– How do you appropriately allocate time and resources for making small incre-
mental changes in an effort to avoid technical DevOps debt accumulation and
poor teaming dynamics?

– Can knowledge sharing among development teams be encouraged by creating
formal roles for people doing DevOps work? What would that look like?

– Are there tools that can help with code clone detection at production-scale?
– Is there a well-defined process that already exists (code agnostic, of course) that
tackles the problem of duplicate tests?
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6 Analysis

The stories recorded above offer a window into DevOps practice at a major scientific
institution. In this section, we seek to ground those experiences in the scholarly
literature around DevOps in industry to draw out similarities and differences to
DevOps inCSE contexts. In Table1, we provide summaries of the key lessons learned
in each story; these recommendations may be valuable for computational scientists,
engineers, and those doing DevOps work in CSE contexts.

We first compare the challenges faced and addressed by our participants to those
commonly attested in the scholarly literature on DevOps practice. Using Khan et
al.’s systematic review of challenges to adoption of a DevOps culture as a guide,
we found support in our stories for eight out of the ten most-frequently mentioned
challenges in the literature (see Table2). That is, many of the obstacles encountered
and overcome by our participants are not unique to CSE software development,
which lends credibility to the generalizability of our findings and recommendations.
Successful implementation ofDevOps tools and practices requires addressing quality
in the systems-under-test and the tests themselves (S4, S7, S9, S13), and a lack
of knowledge about DevOps can hinder implementation (S9, S10, S12) or lead to
suboptimal decision-making (S1, S2).WhereDevOps infrastructure exists, it must be
actively maintained to keep it up-to-date (S6, S11) and to manage complexity creep
(S3, S5). Having the support of leadership and buy-in from development teams (S10,
S11) is critical to success, as is promoting communication and collaboration across
teams and organizations (S8).

Next we compare the successes and better practices experienced by our partici-
pants to Akbar et al.’s “prioritization-based framework of the DevOps best practices
based on evidence collected from industry experts.” We found support in our stories
for ten of the twelve top-ranked practices (see Table3). It is worth noting that Akbar
et al. divide their rankings into global vs. local ranks (e.g., overall highest priority vs.
priority within a common category). The top ten globally all fall within the “Culture”
category; we opt to use the top three ranked practices in each local category instead to
diversify the conversation. As shown, besides two relatively industry-centric prioriti-
zations (“microservices” and “tools to capture requests”), all of the other top-ranked
practices are reflected in the stories. DevOps adoption and implementation is seen as
successful within a more collaborative culture with a shared value system (S8, S10,
S11, S13), which is bolstered by the education of both staff and leadership (S12).
The practices succeed only insofar as there is standardized buy-in and adherence
(S1, S8, S10, S11), and constant communication is seen as necessary to minimize
the potential for issues and inefficiencies (S5, S8, S10, S13). Only one story touches
on rapid deployment as a way to receive constant feedback from customers (S2).
When it comes to automation, there is a strong emphasis on the importance of con-
tinuous integration and testing (S4, S5, S6, S7, S9), but this cannot be applied unless
a team can decide what it wants to actually achieve first (S1, S6, S11). Taking this
one step further, DevOps practices are seen as overall more effective when adopted
early while a project is still small (S8, S10, S11, S12) and are more successful with
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Table 1 Summaries of lessons learned from the stories generated during the storytelling exercise.

Story Topic Summary

S1 Align Tools and
Methodologies

Teams can be highly productive when their DevOps tooling
matches with and supports their development methodology.

S2 Embrace Virtualization
and Interactive Media
for Deployment

Technologies like containerization (e.g., Docker) and
interactive computing media (e.g., Jupyter notebooks)
enable projects to rapidly deploy CSE software to
customers.

S3 Adopt Dependency
Managers

As CSE software ecosystems continue to grow and mature,
emerging dependency management solutions like Nix and
Spack can help manage that complexity.

S4 Use a Mix of Testing
Strategies to Ensure
Code Quality

While CI/CD is effective at catching certain kinds of bugs,
it is not a panacea. It is important to test across different
environments and configurations with different tiers of
testing and to design software to be more testable.

S5 Maintain Good Tooling
to Have Good Teaming

Inefficient, fragile, and complex infrastructure drains the
energy and morale of DevOps practitioners. Refreshing and
incrementally improving infrastructure is vitally important
for effective teaming.

S6 Manage Test
Infrastructure

Teams must proactively maintain their build and test
infrastructure, as it is guaranteed to fail eventually.

S7 Design Software for
Testing

CSE software modules and components should be built
with testing in mind, such as by having common interfaces
against which tests can be written.

S8 Address Human
Communication Bugs

As projects scale up, it becomes essential not only to put in
place DevOps infrastructure but also to build out processes
and practices to facilitate coordination between teams.

S9 Leverage Static Analysis
and Formal Methods

Some of the worst, most complicated software bugs can be
prevented through automated software analyses, ranging
from built-in type-checking to robust theorem proving tools.

S10 Promote Shared
Understanding for
Culture Change

For DevOps efforts to succeed, there needs to be a shared
understanding throughout the organization of what the
DevOps paradigm shift actually is, what changes in
thinking it requires, and what kind of activities it entails.

S11 Build Consensus Around
DevOps Tools and
Practices

Mature projects accrue inertia around existing tools and
practices, and securing buy-in on new tools and practices is
essential for adoption to succeed.

S12 Teach DevOps Practices
and Principles

DevOps practitioners should educate their peers on best
practices, both to reinforce their own knowledge and to
improve the state of practice in their institutions.

S13 Plan for Resiliency Getting CSE teams to adopt DevOps tools and practices
helps guard against unexpected catastrophes, and this
should be emphasized as a benefit of having those tools and
practices in place.
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Table 2 Common cultural challenges to implementing DevOps in organizations (as identified by
Khan et al. [17]) attested and/or mitigated in the stories we collected.

Common cultural challenges Discussed/mitigated in stories

Lack of collaboration and communication S8

Lack of skill or knowledge about DevOps S9, S10, S12

Culture of blame (criticism) –

Lack of intentional DevOps approach S1, S2

Lack of management support S10

Trust and confidence issues S10, S11

Complicated infrastructure S3, S5

Poor quality S4, S7, S9, S13

Security issues –

Legacy infrastructure S6, S11

Table 3 Top-ranked DevOps practices (as identified by Akbar et al. [18]) mirrored in the stories
we collected

Prioritized cultural practices Discussed in stories

Collaborative culture with shared goals S8, S10, S11, S13

Readiness to utilize a microservices
architecture

–

Education of executives S12

Prioritized sharing practices Discussed in stories

Standardized processes and procedures S1, S8, S10, S11

Continuous feedback to address issues and
inefficiencies

S5, S8, S10, S13

Reduce batch size to increase communication S2

Prioritized automation practices Discussed in stories

Decide what to do first S1, S6, S11

Continuous integration and testing S4, S5, S6, S7, S9

Use tools to capture every request –

Prioritized measurement practices Discussed in stories

Effective and comprehensive
measurement/monitoring

S4, S9

Start DevOps on small projects S8, S10, S11, S12

Integrated configuration management S2, S3

frequent monitoring and adaption of practices as a project matures (S4, S9). They
can also lead to better ease-of-use when there is a cohesive and integrated system for
managing dependencies and environments (S2, S3).

Overall, we see a trend that DevOps practices and perils align across industry and
CSE contexts—however, within CSE, there are necessary adjustments. For example,



644 R. Milewicz et al.

while our participants agreed with the necessity for standardized processes and pro-
cedures, the scope differs. In industry, this standardization is desired across the entire
organization; for CSE, it’s enough for the standardization to be across a project or
projects that collaborate. They also do not need to be completely standardized; rather,
they should be appropriately scaled as funding and expertise allow. CSE teams can
succeed by applying appropriately scaled practices to their projects, but they must
avoid the perils that come with either trying to do too much or too little.

Open questions remain surrounding how to do this adaptation in a scaleable,
reproducible manner. For CSE projects that start as completely exploratory and state-
of-the-art, at what point does the team “scale up” their DevOps practices?What tools
and methods for continuous integration should be applied at each stage of maturity?
How often should a research code release and deploy, and what does operations and
maintenance really look like after the fact? These are all potential future avenues for
research.

7 Threats to Validity

As with every study, this one has its threats to its validity. We will discuss three such
potential threats here: (1) generalization; (2) qualitative nature of the data; and (3)
personal biases.

The authors (and participants) in this study all come from the same institution
and have similar job types. This presents a threat in being able to widely generalize
the results. In particular, we cannot say for certain that all DevOps practitioners who
collaborate with CSE teams will have these same views; however, we have aimed to
mitigate this by pairing the authors’ experiences with support from peer-reviewed
and gray literature.

As for the second threat, all data presented here is purely qualitative. It can be
difficult to establish concrete trends and conclusions; however, as with all studies, we
consider this a trade-off. For this study, we believe the stories encapsulate a fuller,
richer, and more complete picture of what DevOps work looks like in practice.
Additionally, similar to the previous threat, we have attempted to mitigate this with
peer-reviewed and gray literature to provide more breadth of experience to our own.

As a final note, we want to call out the potential of our own personal biases.
Because the authors themselves are the participants, we recognize the potential to
skew the results based on our assumptions and feelings rather than actual fact. To
mitigate this, we collectively reviewed perspectives and content contributed by each
other. In this way, we aimed to minimize possible bias while still preserving the
expressed opinions.
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8 Conclusion

The DevOps movement may have its roots in industry, but it has branched into scien-
tific software development. As software becomes more integral to the advancement
of science, so do the processes and procedures used to create scientific software.

In this article, the twelve authors shared thirteen unique stories of their experi-
ences as DevOps practitioners within CSE teams within Sandia National Labora-
tories, including lessons learned and residual open questions. Using a participatory
action research approach, we combined these stories with gray and peer-reviewed lit-
erature to analyze the commonalities and differences between industry and scientific
software DevOps practices.

We found that many practices and perils are mirrored. CSE teams experience the
same cultural challenges as industry while emphasizing similar priorities on testing,
collaboration, and starting early. With that in mind, DevOps practices cannot be
perfectly applied out-of-the-box to a CSE project. There needs to be adaptation,
education, and buy-in to create success.

DevOps in theCSEcontext is a research realm that is rich in unanswered questions.
We shared some of these, as well as lessons learned, to add to and promote further
conversation around pragmatic practices and potential perils in scientific software
development.
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Mining Fleet Management System
in Real-Time “State of Art”

Hajar Bnouachir, Meriyem Chergui, Mourad Zegrari,
and Hicham Medromi

Abstract The objective of this paper is to understand real-time fleet management
problems, its characteristics, and resolution approaches, examine the models and
algorithms of existing mining fleet management systems to identify its limitations,
and propose a new system architecture that can optimize mine production and effi-
ciency based on real-time data processing. In this article, we outline a discussion of
real-time fleet management issues, a comparison of current fleet management tools,
and an examination of potential system architectures.

Keywords FMS · Open-pit mine · Architectures ·Multi-agent system · Real-time
system

1 Introduction

Mining is generally considered as a basic industry, and it is characterized by difficult
and dangerous working conditions, a heavy burden on the environment as well as a
low level of high technology and automation [1]. A mining process (whether open
or underground) is extremely complex, involve manual, physical, mechanical, and
logistical operations with various interfaces and human decisions [2]. The mining
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industry is undergoing a profound transformation as a result of market volatility, the
expansion of the cost base, and the evolution of global demand. In consequence,
mining companies must adapt new operational and commercial models more effi-
ciently than ever before. As a result, the Internet of Things, cloud mobility, and other
digital tools and functions are being used by miners [3]. Digital transformation has
a significant impact on how companies connect with their employees, communities,
and governments in the mining sector. Furthermore, it benefits the environment at
every level of the value chain, including mineral exploration and evaluation, remote
sensing and satellite remote sensing, mining, ore processing, and production [4]. The
digital transformation of themining andmetals sectors could generate a value of $320
billion over the next decade, with a potential of about $190 billion for the mining
sector, and $130 billion for themetals’ sector [4]. By visualizing data across thewhole
value chain at the beginning of the digital transformation process, mining companies
can boost productivity, cut costs, and immediately improve production and security.
In an integrated production process, they give stakeholders the knowledge they need
to make better decisions. Additionally, mining companies can receive strategic infor-
mation about their operations with the assistance of analytics and automatic learning
algorithms. The performance, health, and qualities of a mineral can be predicted
by miners by feeding these algorithms with real-time data and reviewing historical
data. The combination of this information with a dynamic scheduling solution allows
proactively [3]:

• Control mineral characteristics through strategies such as improving drilling and
blasting and improving blending to achieve the required performance.

• Dynamically plan all mine operations based on predictive alerts.
• Improve asset health through asset predictive maintenance.
• Improve safety through fatigue monitoring or tracking of people and property.

New real-time data streams enabled by recent communications and information
technology developments can be used to create new practical domains of implemen-
tation in the transportation industry throughout all manufacturing industries. In fact,
a carriers [5] can, for example:

1. Find out about road traffic.
2. Be informed of which of its vehicles located.
3. Let clients know how their demands are progressing.
4. Maintain two-way communication with each vehicle in his fleet (transmission

of information to drivers, confirmation of execution of a mission by the driver,
etc.).

Real-time fleet management issues are included in the category of dynamic trans-
port issues. We mention Powell’s definition of a dynamic problem in order to refresh
one’s memory. Jaillet and Odoni [6]: “A problem is dynamic if decisions have to
be made before all the information is known and modified when new information is
refused”.Wewill specify here the semantics of terms used throughout this document.
Any service request that is given to the carrier and necessitates the use of at least
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one fleet vehicle is referred to as need. Any action that a vehicle must perform to
accomplish one or more goals (such as moving, loading, unloading, repositioning)
is referred to as a mission. We then refer to a cycle as a series of missions carried out
or planned for a vehicle over a given time horizon. The problem of real-time fleet
management consists of:

• Assigning a newly formulated requirement to a given cycle while previously
established cycles are being executed.

• Ensuring that the cycles run smoothly when carrying out planned missions.

Fleet management system (FMS) generally refers to a broad range of solutions for
the many fleet management problems connected to the vehicle fleet in the domains
of logistics, distribution, and transportation. It involves focused planning, fleet oper-
ation supervision, and control in accordance with the transportation resources and
application limitations that are now available. The FMS seeks to minimize costs
while reducing risks, enhancing service quality, and enhancing a fleet’s operational
efficiency. Particularly, capital-intensive sectors with high operating costs are open-
pit mining. About 50% of the operating costs of open-pit mines and even 60% of the
operating costs of large open-pit mines are related to the transport and administration
of materials. In open-pit mines, it has the greatest operational costs of any process
control task [7, 8].

Utilizing real-time data, the fleet management system is being deployed into
mines, especially open-pit mines, in order to increasemine production and efficiency.
More specifically, the FMS aims to meet quality blending limits, feed the processing
facility at the anticipated rate, and increase mining production while minimizing
inventory management [9].

2 The Characteristics of Fleet Management Problems
in Real Time

Based on the study carried out by Malca and Semet [5] in 2006, we can distinguish
four groups of characteristics, namely: State Observation, Forecasting Anticipation,
Evaluation, and Decision (Table 1).
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Table 1 Characteristics of fleet management problems in real time [10]

State
Observation

Time dimension It is necessary that the dispatcher (or carrier) knows the
geographical position of each vehicle at all times

Updating
information

The feedback from the fleet must be in real time in order
to solve problems as quickly as possible

Sizing of the fleet The size of the fleet must be relative to any change in the
identified need

Forecasting
Anticipation

Management
Horizon

Short finite horizon: Missions are determined in the
near future based on the current objective

Long finite horizon: Missions are determined on the
basis of all known objectives

Infinite horizon: Missions are determined on the basis
of the execution of the missions of the previous
objectives

Future information Future needs cannot be known with certainty, there are
two types of problems to determine future events:
Stochastic problem: Based onthe probability laws
applied to the history of past events, it is possible to
determine future objectives
Non-stochastic problem:
Future events are not taken into account through
probabilistic laws

Evaluation Short-term It is requested to take into consideration the needs to be
planned in the future in order to keep a certain flexibility
in fleet management

Calculation time The impact of any changes or planning should be
assessed as soon as possible

Objective function For the static case, the objective is to minimize costs and
mission execution time, and for the dynamic case, the
finality is not only to achieve all objectives but rather to
maximize the quality of service provided to achieve them

Decision Assignment and
sequencing

The flexibility of the management system should make it
easier to change objectives

Acceptance period The acceptance of any change in objective depends on
the feasibility of such a change in the current context

Queue Establish a queue in case of several objectives that
cannot be performed in parallel

Nature of time
constraints

Try to reduce the execution time of the assigned missions
while respecting the quality of the desired service
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3 Approaches to Solving Fleet Management Problems
in Real Time

In a mining operation, a fleet management system is a decision- making tool that
handles resources in an open-pit mine in real time. The FMS consults the database
to get the necessary data concerning the operation’s state and then takes appropriate
action. When a new decision is needed, the FMS is recalled after the decisions have
been applied in the operation [11]. Sending trucks by the shovel is one of the key
decisions that the FMS will need to make. This choice must satisfy the demands
for production while minimizing deviation and maximizing the output of active
equipment, such as loaders and carriers. Although various heuristic strategies and
approaches have been used since the 1960s to decide on truck distribution, none
of them are capable of achieving all the planned approach at once [11]. Generally,
fixed and dynamic models can be used to solve fleet management problems. We
will focus on open-pit mine fleet management. As a result, two different types of
assignments—fixed and dynamic—are included in the distribution of trucks to the
open-pit mine.

3.1 Fixed Distribution

This approach puts a number of trucks on a fixed transport route (special excavator),
where they will stay until the end of the shift. This route would not be changed
until a shovel malfunctions or a significant event takes place. The fixed allocation
technique is a static method, to put it another way. According to a number of factors,
including the requirement for production, the availability of trucks in the fleet, etc.,
vehicles assigned to roads must operate on the same road during the shift. The
various techniques used for the fixed assignment of trucks include the traditional
methods based on the ideas of queue theory and programming. These techniques are
all intended to establish the ideal ratio of trucks to shovels [12].

3.2 Dynamic Distribution

Based on the findings of this field’s research, a fixed allocation strategy is not effective
or useful for planning transport in huge mines [12]. With dynamic truck allocation, a
certain activity shovel is given a specified number of trucks from the fleet at the start
of the shift. However, after loading and unloading at the hoppers, these trucks will
receive a new assignment of the distribution system each time, rather than serving
a single shovel or road throughout the shift [9]. Several studies have shown that
the flexible allocation strategy can significantly boost loading and transit capacity.
Olson et al. [13] shown that the Bougainville copper mine’s production increased by
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13% by adopting the dynamic distribution of transport vehicles. Additionally, they
showed increases of 10–15% in the productivity of the Barrick Goldstrike mine’s
gold production, 10% in the productivity of the LTV iron mine, and 10% in the
production of coal from the Quintette mine. [13] According to a comparison study
by Kolonja and Mutmansky [14] comparing the fixed allocation method and the
variable allocation approach, the adoption of variable allocation significantly boosts
mine operations’ productivity.

4 Fleet Management Approaches to Open-Pit Mining:
Truck Distribution

It has been shown that the majority of approaches to the distribution of truck loaders
in open-pit mines can be classified into two categories: single-stage and multi-stage
methods [8]. A single-stage FMS system finds the shortest paths between shippers
and the destinations they are connected to, calculates the ideal number of truck
trips needed for each open lane, and shovels the vehicles in one motion. Hauck
(1973) created one of the earliest FMSs that is based on a one-step methodology.
Themajority of extraction FMSs, however, employ amulti-step process. Thismethod
involves resolving three sub-problems, with the results of each stage being utilized
as an input for the subsequent sub-problem. These three related sub-problems are
(a) shortest paths from all sources to all destinations, (b) best amount of material to
produce for each path, and (c) real-time dispatching of trucks to excavators [9].

4.1 Criteria for the Distribution of Excavator Trucks
in Open-Pit Mines

The ideal location for a transport truck is typically one that aims to optimize the
satisfaction of one or more criteria, also known as distribution objectives. Transport
trucks are assigned based on a variety of factors, that all aim to either directly or
indirectly increase ore production or decrease machine inactivity [8].

Shortest path

One of the earliest descriptions of the operational problem in the literature on open-pit
mining defines the shortest path as the shortest path between loading and the tipping
points. To determine the shortest route between all of the loading and unloading
points, Elbrond and Soumis [15] used a nonlinear programming network (NLP)
algorithm. To choose the best path to connect the excavators to their destination, the
majority of the linear programming (LP) algorithms created to date, including those
presented by Temeng et al. [16] and Temeng et al. [17], use the Dijkstra algorithm
to find the shortest path between the source and the well.
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Optimization of production and allocation of trucks

The second sub-problem is referred to as production optimization. Systems for
production optimization have already been accomplished utilizing complete Mixed
Linear Programming (MILP), Linear Programming (LP), and Nonlinear Program-
ming (NLP). The use of the aforementioned techniques results in either the total
amount of tonnage to be delivered from the mine’s various loading areas to the
destinations or the number of truck trips required to fulfill each trajectory’s target
production rate within a certain period [9].

Real-time distribution

In a fixed truck distribution mine, real-time decision-making on the destination of
trucks was initially used in the early 1960s using radio communication technologies
to connect the dispatcher and truck drivers. However, based on the usage of modern
computers, real-time fleet management in mining systems is divided into three major
classes [8]:

• Systems with fixed or locked allocations.
• Semi-automated systems.
• Fully automated systems.

5 Bucket Truck Distribution Strategies

The objective of optimizing a distribution system is to optimize productivity. The
distribution methods considered in the literature are based in part on reducing the
waiting time for trucks to wait for shovels to be used. Therefore, if the time lost in the
queue is reduced, truck use will increase. The fleet management problems presented
above are based on the concept of real-time management, in our case the distribution
of trucks in time [8].

5.1 The Approach of One Truck for N Pellets

The most typical tactic employed in mining operations is the one truck for n pellets’
method (heuristics). An excavator could be sent in place of a truck in response to
a truck operator’s request for a different assignment. The dispatcher’s judgment or
logical operating procedure, which typically employs one of the heuristic approaches
listed below, determines which excavator the truck is allocated to. The shovel with
the most potential receives the truck. In general, a one-step approach is used to
accomplish this strategy.
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5.2 The M Methods—Trucks-For-One-Excavator

The “mmethod” (trucks-for-one-shovel) is focused on a multi-step strategy; choices
regarding truck allocation will be made as the trucks are being sent, taking into
account one shovel at a time. To be more explicit, the shovels are initially prioritized
based on how late they are in respect to the manufacturing schedule. The dispatcher
then gives the shovel that is highest on the priority list of the best truck.

5.3 The M-Trucks to the Act N Methods—Shovel

Based on the anticipated availability of trucks and excavators, the dispatcher assigns
the asking truck to the optimal shovel while simultaneously evaluating the m
incoming trucks and n available shovels. This process for matching m trucks to
n shovels is multi-step in nature. The requester’s truck is the only one that gets
affected. In this method, M must be more than or equal to n.

6 Distribution Algorithm Limitations

The development of fleet management systems for use in surface mines has attracted
a lot of research attention [9]. The currently chosen algorithms and models still
have a lot of shortcomings and limitations. The models’ poor connection to strategic
plans, particularly the short-term strategy, is a significant flaw. Because the deposit
is typically divided into big polygons by strategic plans, there is a weak link in the
chain. The algorithms’ ability to ignore operational and geological variables that
have an impact on fleet management systems is another problem. Other aspects that
almost all fleet management systems have so far disregarded include production
losses brought on by big equipment movements, fleet heterogeneity, and shortest
path dynamics, particularly in large mining operations:

• Link between strategic and operational level plans.
• Accounting for uncertainty.
• Mobility and access to equipment.
• Dynamic determination of the best trajectory.
• Dispatching in real time based on the transshipment issue.

Current algorithms still have limitations [9], namely:

• Theoperational and strategic parts of the plan are not connected; thus, the proposed
fleet management systems do not allow for the execution of both short-term and
long-term objectives.

• The majority of models are deterministic, assume a fixed average grade for each
size front, and do not take into consideration the mine’s whole life.
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• One of the main causes of the production rate variation is that the current systems
do not account for the tons lost when moving shovels from one level to another.

• By completely modeling an open-pit mining operation and accounting for the
heterogeneity of the vehicles, the proposedmodels must be as realistic as feasible.

• Dynamically calculating the shortest paths by taking into consideration the truck’s
present location, its intended destination, and the amount of time needed to get
there given any traffic jams that may be present.

• It is advised to use a transshipment problem strategy in the dispatching operation
rather than a transport or assignment technique. There are delivery and demand
points as well as transshipment points in this kind of issue where commodities are
moved from suppliers to demand locations. System stocks or network intersection
nodes may be regarded as transshipment locations in the mining industry.

Mine fleet management solutions are offered by numerous companies worldwide.
A preliminary evaluation is proposed in [18] of some industry systems using the ISA
95 criteria.

7 What Architecture to Choose?

With the advent of automation, computer technologies, and industrial software at
all levels of production systems, we now have increasingly powerful means at our
disposal to transfer information from the field to information systems. Senehi and
Kramer define the piloting architecture as a description of the composition and struc-
ture of a piloting system [19], and according to the definition of Trentesaux in 2009
[20], piloting architectures can be composed of biological or artificial beings with a
certain “intelligence” and communication or interaction capacities. For Trentesaux,
his beings correspond to “entities”. Management architecture therefore includes all
the entities of the system and the relationships between them. In this architecture,
level i entities participate in the management of their level and are subjected to level i
+ 1 management. As seen previously with Trentesaux, this term can refer to biolog-
ical beings (human operator, production manager, etc.) or artificial beings. When
they are artificial, they can be modeled by the Multi-Agent, [21], Holonique [22],
Actor [23], Fractal [24], or Modelon [25] models, for example. In our case, we are
interested in the design and implementation of a real-time mining fleet management
information system. Fleet management refers to the applications, tools, technolo-
gies, and practices that help companies optimize the use of their work vehicles from
a central platform:

• Database information software.
• GPS telematics and tracking software.

However, the question that arises is: what optimization approach should be
adopted to ensure efficiency and better service quality? The system must be able
to access information systems at all operational levels in real time and automatically
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adapt to their needs. Then, it is necessary to be able to apply complex route search
and optimization algorithms while managing the hot integration of new IS. To do
this, it is necessary to think of architecture that facilitates the communication of
the system with its environment and even the communication between the different
entities of the system itself. In addition, the system must not be affected and must
be reliable in the event of disturbances. Indeed, it must allow automatic registration
and unsubscription of SIADs without having to modify the source code. Without
forgetting, of course, the complex calculation, it must perform to find truck-shovel
assignment solutions and calculate the best solutions in terms of three criteria: execu-
tion times (response time, processing time, time to acquire real data), cost, and the
facility for operator-system interaction. To set up such a system, another question
arises: which technology or methodology to choose? In the field of software engi-
neering, new structural and architectural concepts have emerged as a result of the
growing demand for increasingly complex information systems and software. The
most common architectures are component, service, and agent-based architectures.

7.1 Component-Based Architecture

Component-based technology is an architecture extracted from object-oriented
approaches [26], and based on the concept of the electrical circuit, it consists
of considering computer software as a set of several components. According to
Chardigny [26], “a component is a software element that is composable without
modification, can be distributed independently, encapsulates a functionality, and
adheres to a component model”. It has input and output interfaces that allow it to
interact with other components. Component-based programming finds its effective-
ness through reuse. The notion of component fills the limits of the object approach in
terms of granularity of reuse, thus ensuring a better safety of component reuse [27].
Indeed, unlike an object that may make unsecured reuses (following calls to external
services without explicit specification), a component can only use well-specified
services given its design and details on its interfaces.

7.2 Services-Oriented Architecture

Service-Oriented Architecture (SOA) is a new application organization that allows
interaction between remote components of the application through services. Each
service is accessible through standards and message exchange protocols Rouillard
et al. [28]. The notion of service can be represented here by an object produced by a
supplier and consumed by a customer. SOA proposes a new concept that facilitates
the exchange of messages, is reusable, and has good security (use of standardized
protocols). The service is not exclusively a web service, but perhaps any type of
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Table 2 Architectures’ comparison

Entities Component-based
architecture

Service- Oriented
Architecture

Agent-based architecture [31, 32]

Autonomy A component can
be distributed
autonomously

Service autonomy Holon-based [33] Multi-agent

A Holon is an
autonomous entity

An agent is an
autonomous
entity

Cooperation It has interface
that allows it to
interact with other
components

The organization of
isolated software
applications through
the implementation
of an infrastructure

The process by
which a group of
Holons creates and
implements
mutually agreeable
goals

Complex
problems can be
solved with the
combined
knowledge of
several agents

Recursivity – – The Holon notion is recursive, which
distinguishes the Holonic technique
from the multi-agent method

Direct
integration

– – Representation of physical elements
by agents or Holons

service that respects one or more protocols and a precise description made available
to the customer, for example, for Web Services Description Language (WSDL).

7.3 Agent-Based Architecture

An agent is an autonomous entity capable of communication, with private knowl-
edge and behavior and its own capacity for execution [29]. The combination of the
knowledge of several agents and their cooperationmakes it possible to solve complex
problems and to give more impetus to resolution skills [30].

7.4 Architecture Comparison

We will present in Table 2 a comparison between the types presented above.

8 Perspective and Future Work

Currently, a variety of domains use fleet management systems (FMS) to coordi-
nate traffic and logistics services [34]. However, in open, dynamic, and developing
contexts where flexibility and autonomy are required and desired, their conven-
tional and traditional control architecture becomes a serious impediment [35]. In this
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regard, we have tried to understand the real-time fleet management problems, their
characteristics, and proceeded approaches, examine the models and algorithms of
existing mining FMS with the aim to identify their limitations in order to propose an
intelligent distributed FMS architecture [36, 37] for an open-pit mine. These latter
enable real-time control and decision-making of mining vehicles allowing the FMS
to improve their agility and response. Our architecture presentsmany contributions to
the field that allow the FMS to meet the interoperability and autonomy requirements
of the most widely used standards in the field, such as ISA 95.

9 Conclusion

To address fleet management issues in open-pit mines, researchers have created and
used a variety of algorithms. In front of our review, we will develop the dispatching
algorithms, detail and implement each element of the architecture for the smart fleet
management system.
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An Epidemiological SIS Malware
Spreading Model Based on Markov
Chains for IoT Networks

J. Flórez, G. A. Montoya, and C. Lozano-Garzón

Abstract IoT technology has been on an uprising these last years, and the number
of devices connected to the Internet is likely to keep increasing. As such, the amount
of attacks targeting these devices is at an all-time high, and a big percentage of all
cyberattacks are focused on IoT devices. This creates the necessity of proposing
models to estimate the impact of malware on an IoT network that helps the proposal
of countermeasures to protect the network and reduce the possible costs of an attack.
In this sense, we propose a stochastic epidemiological SIS model to analyze the
behavior of an interconnected network of IoT devices that have been infected by
malware. To fulfill this goal, we formulated the initial SIS model, then, implemented
this model using Markov Chains, and validated our model by comparing it to the
Gillespie simulation algorithm.

Keywords Epidemiological models · Markov chains · Internet of things ·
Stochastic models · IoT security

1 Introduction

The Internet of things is defined as the network of physical objects with sensors,
software, and other technologies to gather information and share it with other devices
through the Internet. As we can see on [1], IoT devices are used in a wide range of
innovative applications; from a smart environment that can predict natural disasters
and communicate with each other; to a smart home that can help people remotely
control home appliances depending on their needs, and many more examples such
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as smart hospitals, smart agriculture, and smart retailing. This type of networks are
highly vulnerable to different types of attacks such as viruses used to gain access to
devices or software, without user knowledge, to performmalicious tasks; worms that
duplicate into thousands of copies, allowing them to alter operations; and spyware
used to collect user information without its knowledge [2].

We will be focused on botnet attacks, which is a type of malware that infects an
IoT device and starts to spread to the rest of the devices on the network. These Bowith
sensors, software, and other technologies to gather information and sharemple are
[3], which corresponds to the Mirai botnet. This one was the first botnet that infected
nearly 65,000 IoTdevices in its first 20 h andgot to a population of 300,000 infections.
As we can see, botnets have become a wide world phenomenon, and there have been
detected a considerable amount of cases [4]. In this sense, with the increase of IoT
technologies and the amount of malware designed to attack these devices, we start to
need amethod for analyzing the behavior ofmalware and how it spreads on a network
of interconnected devices. To fulfill this objective, we propose an epidemiological
model based on networks that simulate the spreading of malware.

This paper is organized as follows: Sect. 2 describes what mechanisms have been
used to model the spread of malware in a network of connected IoT devices. In
Sect. 3, we propose our approach based on a stochastic SIS model and the metrics
used to measure the spread of malware on a network. In addition, we will discuss the
details of the implementation of the proposedmodel andwe show how the algorithms
work and how they compare to a simulation approach and a real scenario using the
Mirai malware in Sect. 4; finally, in Sect. 5, we present the conclusions.

2 Related Works

To analyze the impact of malware on an interconnected network of devices, there
have been some proposals on how to model the evolution of the malware over time.
As seen on [5], there are some techniques used to detect when a device has been
infected with malware and when a file could be dangerous to the devices on the
network. These approaches include the use of machine learning to analyze different
files and find a pattern regarding the dangerous files; that is, analyzing the network
behaviors to understand the changes on the network when it has been infected with a
virus and the study of the control graphs of files thatmay havemalware to differentiate
them with non-threatening files. The main difference is that this paper is centered
around techniques to predict the impact that malware might have on the network
instead of trying to detect when malware has infected our devices.

On the side of epidemiologicalmodels centered around networks, there are several
to model different behaviors of the virus spreading through the network. The main
difference is the initial hypothesis that we hold for each model. The most usual
epidemiological models on networks can be found on [6] and [7] and are primarily
the SIS, SIR, SIRS, and SEIRS models. The use of these epidemiological models on
IoT networks has been discussed before in papers such as [8] where they propose an
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SEIRSmodel to describe the spread of IoTworms such asMirai and the vulnerability
that they create for the Internet. Thisworkuses a deterministic SEIRSmodel approach
to conclude to mitigate the frequency of IoT botnet attacks with improved user
information.

In [9], the IoTSIS, SIR, andSEIRdeterministicmodels are discussed to predict the
spread of malware. They propose a stochastic SIRS model and present an analytical
conclusion and some simulations of the model.

The goal of this paper consists of proposing one of the pure stochastic SISmodels,
using it on an IoT network. This allows us the analysis of specific IoT networks, the
characterization of the most vulnerable nodes, and the calculation of the possible
costs at the time of an infection, which is in contrast to the models mentioned that
focus on the analysis of the SIS model for a general network, not for any specific
topology. In addition, the model will be tested by comparing it to the Gillespie SIS
simulation algorithm and using a specific network with the Mirai malware data.

3 Stochastic SIS Model on Heterogeneous Networks

3.1 Definition of the Model

To model the spread of the malware through the network of IoT devices, we are
going to use the SIS epidemiological stochastic model. This model has the following
components: N = {1, ..., n} is set of all devices of the network; τ and γ correspond
to the infection and recovery rate, respectively; and A corresponds to the adjacency
matrix of the network. Using these parameters of the network, we define a continuous
time Markov chain as follows: X (t) is a random variable that corresponds to the
number of infected nodes at time t ; the set of states of our Markov Chain will be the
set 2N or the set of subsets of N ; and the generator matrix of the Markov chain U is
described in the following equation:

U(i1,i2,...,in)→( j1, j2,..., jn) =

⎧
⎪⎨

⎪⎩

τ ∗ ∑n
p=1 Ap,k ∗ i p if jk = ik + 1

γ if jk = ik − 1

0 otherwise

(1)

Since this is a generator matrix of a Markov chain, the diagonal entries of the
matrix U will be the negative sum of the elements of the corresponding row.

3.2 Metrics

Using this model, we can gather information on the network and get a general idea
of how the network would behave in the case of a malware attack. We will use the
usual measures that can be defined on Markov chains found in [10]:
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– Expected time until the infection ends: This time is defined as the expected time
before we reach the absorbent state; in our model, this would be the (0, 0, 0, ..., 0)
state which is the state where every node is susceptible, and the malware is no
longer on the network. In a continuous timeMarkov chain, the expected timebefore
we reach the absorbent state ( j1, j2, ..., jn) from the initial state (i1, i2, ..., in) is
calculated by solving:

{
t( j1, j2,..., jn) = 0 if jk = ik∀k = 1, ..., n

−∑n
i=1U(i1,i2,...,in)→( j1, j2,..., jn) ∗ t( j1, j2,..., jn) = 1 otherwise

(2)

– Number of expected nodes infected on time t : Let us take Q as the transitionmatrix
derived from the generator matrix U of the Markov chain, and E(i) the number
of nodes infected on the state i , i.e., E(i1, ..., in) = ∑n

k=1 ik , then the expected
number of nodes infected on the time t is given by:

n∑

j=1

Qt
i, j ∗ E(i) (3)

– Critical node: We will define the critical node as the node where if the infection
starts, the time expected until it ends will be longer. In other words, if for each
node n ∈ N , we calculate the expected time until the infection ends given by
t(0,0,...,n,...,0), then the critical node will be the node where this value is the highest.

In terms of algorithmic complexity, if our network contains n devices, then we
can see by our definition of the Markov chain that we will have G = 2n states,
and that the generator matrix of the Markov chain will be of size O(G2), which
will determine the space complexity of this algorithm. The time complexity can
be divided according to each of the steps defined on the previous section. Firstly,
building the Markov chain has time complexity of O(G2) since we have to compute
every entry of the generator Matrix. Secondly, calculating the expected time until
the infection end has complexity O(G3) since we have to solve a linear system of G
equations. Finding the critical node is also of the same order since it calculates the
expected time before the infection ends and takes the highest. Finally, calculating
the number of expected nodes infected on time t has a time complexity of O(t ∗ G3)

since we have to multiply the matrix Q with itself t times.

3.3 Pseudocode

The model implemented can be summarized in four smaller algorithms:

– Algorithm 1 allows us to build the continuous time Markov chain given the adja-
cency matrix A, the infection rate τ , and the recovery rate γ :
Where len(A) is the number of rows of the matrix A; 02n ,2n is the matrix with only
0 of size 2n; toBinary(i) returns an array of the digits of i in binary: and sum(a)

is the sum of all elements of the array a.
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Algorithm 1 Creating the Markov Chain
procedure createMarkovChain(A,γ ,τ )

n ← len(GeneratorMatri x)
GeneratorMatrix ← 02n ,2n

for i ∈ {0, 1, ..., 2n } do
for j ∈ {0, 1, ..., 2n)} do

a ← toBinary(i).
b ← toBinary( j).
if sum(a) = sum(b) + 1 then

GeneratorMatri x[i][ j] ← τ .
end if
if a = [a1, ..., ak , ...], b = [a1, ..., ak − 1, ...] then

GeneratorMatri x[i][ j] ← γ
∑n

p=0 A[p][k] ∗ b[p]
end if
close;

end for
close;

end for
for i ∈ {0, 1, ..., 2n } do

GeneratorMatrix[i][i] ← −sum(GeneratorMatri x[i])
end for
close;
return GeneratorMatrix

end procedure

Algorithm 2 Expected time before the infection ends
procedure SteadyTime(GeneratorMatrix)

t ← []
n ← len(GeneratorMatri x)
for i ∈ {0, 1, ..., n} do

if 2i < n then
t.push(ExpectedT ime(GeneratorMatri x, 2i , 1)).

end if
close;

end for
return t

end procedure

– Algorithm 2 calculates the expected time before the infection ends: Where
t.push(a) appends the element to the end of the array t , and the function Expect-
edTime (CMCT, initialnode, endnode) is a function that, given the Markov Chain,
the initial node and the end node, returns the expected time to get from the initial
node to the final node. The function ExpectedT ime was taken from [10].

– Algorithm 3 gets the expected number of nodes infected after n instants given an
initial infected state.

Algorithm 3 Expected infections
procedure ExpectedInfections(GeneratorMatrix, t, InitialState)

ProbN Steps ← GeneratorMatrixt

ini tialV ector ← 01,len(GeneratorMatri x)
ini tialV ector [I ni tialState] ← 1
probabili ties ← ini tialV ector ∗ ProbN Steps
n ← len(GeneratorMatri x)
expectedValue ← ∑n

i=1 probabili ties[i] ∗ toBinary(i)
return expectedValue

end procedure
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– Algorithm 4 gets the critical node of the network:

Algorithm 4 Critical node of the network
procedure CriticalNode(GeneratorMatrix)

nodeValues ← SteadyT ime(GeneratorMatri x)
max ← 0
i ← 0
maxValue ← nodeValues[0]
for val ∈ nodeValues do

if val > maxValue then
maxValue ← val
max ← i

end if
close;
i ← i + 1

end for
close;
return max

end procedure

Here, the SteadyT ime(GeneratorMatri x) function corresponds to the algo-
rithm 2.

4 Implementation and results

4.1 Implementation

The algorithms were written in R version 4.0.3 and the packages “shiny”, “shiny-
dashboard”, and “igraph” were used to show the results. Also, we used the package
“markovchain” [10] to handle the continuous time Markov chain. The code for the
stochastic model can be found at https://github.com/Enguenye/ModeloSISRedes.

All the tests were run on a Windows 10 computer with 32 GB of RAM and an
Intel(R) Core(TM) i5-8600K CPU @ 3.60GHz.

4.2 Comparison with the Gillespie Algorithm

To validate our model, we will compare it against the Gillespie algorithm on SIS
networks. This algorithm was taken from [11] and is a simulation of the Markovian
process. We will compare our model with this simulation algorithm as follows:

• First, we will define the following parameters for both models:

– τ, γ : the infection and recovery rates. Let us recall that the infection rate denotes
how often a node can infect another node in the network, and the recovery rate
tells us how often a node recovers after being infected.

https://github.com/Enguenye/ModeloSISRedes
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– A: The adjacency matrix of the network.
– n: Number of samples of the Gillespie algorithm, i.e., the number of times the
simulation will be run.

– t : Maximum time steps to calculate and compare.

• Now, we will run our model and the Gillespie algorithm changing the parame-
ters to some values of the following set {n, t, A : n = 10, 20, 30, 40, 50, 60 ∧ t =
8, 11, 14, 17, 20 ∧ 5 ≤ |A| ≤ 12}.

• We should now get the results from our model. Let us consider the following
network: Fig. 1a shows our network scenario, which is composed of 5 nodes and
the connections between them. Now, we run our Markov chain-based model and
get the following results:

– The heat map 1b represents the evolution in time of the expected number of
infected nodes depending on the first infected node of the network. As we can
see, the malware spreads to a higher amount of nodes if it starts on the node 1 or
4 since they both are connected to every other node on the network. In addition,
if the malware starts infecting the node 2, the spread is significantly less since
that node is the most isolated. On the other hand, we run the Gillespie algorithm
for the same network with n = 30 samples.

– Figure 2a also represents the evolution in time of the expected number of infected
nodes depending on the first infected node of the network but given by the
Gillespie algorithm. We can see that both heat maps are very similar, and this
one also shows that node 1 and 4 are the most impactful, and node 3 is the least
impactful.

– Ifwe compare both distributionswith the t-student test,weget a p − value equal
to 3.65475584620862e − 12, which means our model is successfully validated
in comparison with the Gillespie algorithm. If we repeat this process with all
the generated scenarios, we end up with a list of p-values with a distribution
given in Fig. 2. This process showed the following properties:

Minimum: 1.05 ∗ 10−54

Maximum: 1.34 ∗ 10−11

Average: 1.19 ∗ 10−13

Standard deviation: 1.09 ∗ 10−12. These low values, as we said before, con-
firm the successful validation of our model in comparison with the Gillespie
algorithm.

Figure 2b shows that the distributions given by our model and the Gillespie model
are close since the p-values of every comparison are infimum. This means that we
can confidently say that theMarkov model is suitable and correct to track the number
of infected individuals in the network. Also, we note that the first results for our p-
value tend to be higher, since the Gillespie algorithm uses less samples in earlier
scenarios which means that the approximation given by the simulation algorithm is
not as good.
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(a) Network scenario (b) Heat map of the Markov algorithm

Fig. 1 Network scenario and heat map of the Markov algorithm

(a) Heat map of the simulation (b) Comparison of the results

Fig. 2 Heat map of the simulation and comparison of the results

4.3 Proof of Concept Scenario

We will see how our proposal works with a real case using the Mirai malware as a
basis and the network shown in Fig. 3a. This network consists of two subgraphs, one
which has the nodes 7, 8, 9 and one with the nodes 1, 2, 3, 4, 5, 6 that are conected
via nodes 6 and 7.

According to [3] as the reference for the Mirai spreading and recuperation rates,
we select τ = 1.8, γ = 0.1 as the infection and recovery rates, respectively. Using
our Markov chain algorithm with these parameters and the graph adjacency matrix,
we calculate how the malware spreads through the network (Figs. 3b and 4a).

We can see in Fig. 3b that the spread in nodes 7, 8, and 9 is lower than the other
nodes since they are more isolated and that node 6 has the most impact regarding
number of infected nodes. Even though we can draw some conclusions from this
graph, since the spreading rate is much higher than the recuperation rate, the infec-
tions tend to increase rapidly, and it is difficult to discern which node contributes
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(a) Test network (b) Expected number of infected nodes on time t

Fig. 3 Test network and evolution of the Malware spreading

(a) Expected time before the
infection ending

(b) Critical node of the network

Fig. 4 Test network and evolution of the Malware spreading

more to the spreading of theMalware. To get a better result, we calculate the expected
time before the disease ends if a node was infected first (Fig. 4a).

From Fig. 4a, we can see that the highest time before the infection ends corre-
sponds to the 6th node, which is also shown in the network graph in Fig. 4b. Also,
since the infection rate is much higher than the recovery rate we see that i would take
a long time for the infection to die in the described network.

In Fig. 4b, we can see how this algorithm could be used to detect the most vul-
nerable nodes in a network for Mirai malware. In our particular case, it would make
sense that node 6 is the most critical node on the network since this node connects
the two subnets. We then could use monitoring or other protective tools prioritizing
node 6 since it is the most important node regarding malware spread.
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5 Conclusions

A stochastic epidemiological SIS model based on Markov chains was proposed to
analyze the behavior of malware spreading in an IoT network. By obtaining very low
p-values between our model and the Gillespie algorithm, our model was successfully
validated. As a result, in this work, a stochastic epidemiological SIS model based on
Markov chains is suitable for analyzing the malware spreading in an IoT network,
in this case, by analyzing the well-known Mirai malware in some proof of concept
network scenarios. In this sense, our model could be used for tracking the number of
infected individuals in the network to identify critical nodes and, then, take the best
network decisions to stop themalware from spreading. In other words, and according
to our study, by calculating the expected time before the disease ends, it was possible
to identify the nodes that most contributed to the malware spreading in the network.
This finding could be very useful for IoT network administrators to improve their
decision-making in terms of network security.
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Fostering Adoption of Digital Payments
in India for Financial Inclusion: Policies
and Environment for Implementation

Aditi Bhatia-Kalluri

Abstract This paper analyses the regulations for digital payment policies that are
assessed and amended based on any gaps regarding its penetration nationwide. The
demonetization of the Indian banknotes led to the facilitation of various modes of
digital payment. While adopting these modes, the citizens faced perils of surcharges,
the inconvenience of non-real-time transactions, and stagnation of cash in the digital
wallet without interest and more. Such as credit and debit cards requiring point of
sale (PoS) terminals with high operational cost impeding their adoption for micro
and small merchants. Hence, upon remonetization, a surge in cash usage was noticed
because of the convenience of transparency it provides. The key policymakers such
as the Reserve Bank of India (RBI), the Ministry of Electronics & Information Tech-
nology (MeitY), and the National Payment Corporation of India (NPCI) aim to lead
India towards a less-cash society and sustain digital payment adoption. The policies
and regulations around digital payments should strive to provide access to user-
friendly and cost-effective financial service mobile applications to empower both
merchants and consumers with a stable digital payment infrastructure. To ease the
challenge for users of having to experiment and choose from various modes of digital
payments, the government hasmandated unified payment interface (UPI) system that
consolidates the digital payment experience to promote a low-cost QR code payment
acceptance solution. The paper provides policy solutions by recommending policies
to ease the adoption of digital payments for the financial inclusion of every citizen
and its long-term sustenance.
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1 Introduction

Digital India Programme was launched in 2015 by the Ministry of Electronics &
Information Technology (MietY) under the Government of India. As per the mission
statement, the goal of the Digital India Programme is transformation of the digital
environment to helpwith infrastructural development.Digital IndiaProgramme aims
to bridge the digital divide between rural and urban by providing access to high-
speed broadband,WiFi hotspots, and digital literacy, particularly, to deliver the public
services digitally, that is, e-governance. InSeptember 2016, India’s leading cell phone
provider, Reliance Jio launched 4G LTE networks offering practically unlimited data
plans for about $6 CAD a month [15]. Although the data-phone plans were already
affordable in India, this price was one of the lowest data tariffs in the world. For
over a decade, the non-branded handsets have been prominent within the lower
socioeconomic masses, which are significantly cheaper than the name brands yet
claimed to have many of the same multimedia functions. These reliable yet lower in
cost while also supporting all the features as other smartphones allow for accessible
devices along with the affordable network services.

With Digital India Programme contributing towards the digital empowerment of
the citizens, the subsequent goal of the Government of India is to foster a less-cash
society for a seamless digital payment experience. This goal is following the Digital
India slogan ‘Faceless, Paperless, Cashless’ [6]. In November 2016, the Government
of India demonetized all |500 and |1000 banknotes. In a country with an estimated
98 percent of cash transactions and most of the population lacking bank accounts,
the overnight discontinuation of banknotes, caused cash shortage resulting in an
immediate shift to digital payment services [7]. Demonetization came across as a
revolutionary economic policy measure that forced the population to adopt digital
payments as an alternative to cash and mandated each citizen to own a bank account
and link it to their Aadhar number, a universal biometric identification system for
every citizen [24]. With this, Ministry of Electronics & Information Technology
(MietY) is supervising a committed ‘Digidhan Mission’ (Digi = Digital; dhan =
wealth), responsible to form strategies to promote and create awareness for various
modes of digital payments in collaboration with all the stakeholders. These modes
of payments include unified payment interface (UPI), point of sale (PoS) machines,
banking cards, mobile wallets, and Internet/mobile banking (MEITY). The National
Payments Corporation of India (NPCI), an umbrella organization for operating all
retail payments in India, has also been promoting unified payments interface (UPI)
mobile app that consolidates the payment methods and allows a user to instantly
transfer money between bank accounts of any two parties (NPCI). Overall, a sharp
jump in adoption of digital payment was noticed post-demonetization [13, 24].
According to a Wall Street Journal article, post-demonetization, millions of citizens
who might not have debit or credit cards or even bank accounts were ‘leapfrogging
into mobile payments’ instead [1]. The goal of demonetization policy and cash-
less India initiative is financial inclusion for semi-urban and rural users for whom
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mobile phones are the only way of accessing the Internet, lifted by cheaper devices,
affordable services, and faster connectivity.

2 Significance of the Problem

Various scholars such as [12, 23] propagate the fact that demonetization has neces-
sitated digital payments, and various government regulations helped streamline the
methods of payment. While enacting demonetization policy to enforce the adoption
of digital payment services, the Government of India and Reserve Bank of India
(RBI) also implemented several regulatory measures to ease the transition for both
merchants and consumers. These included a waiver for service taxes for consumer’s
digital payments up to a certain amount, providing free point of sale (PoS) machines
to merchants in villages, discounts on public sector services such as highway tolls,
railway tickets accepting digital payments [25], and launching a UPI app [21]. The
merchant discount rate (MDR) charge is a price paid by merchants to banks for
accepting card payments below a certain value, the Government of India rational-
ized MDR applicable on debit card transactions based on the category of merchants
[16] and ensured that MDR charges associated with digital payment shall not be
passed to consumers [21]. While these measures encouraged the movement of the
population from cash to digital modes of payments, it is critical to note that these
measures were offered short-term, mostly until the discontinued currency banknotes
were replaced. It is crucial to scrutinize modes of digital payments provided by the
Government of India as an alternative to cash and their overall effectiveness for
long-term sustenance of digital payments to foster a less-cash society.

Subsequent paragraphs, however, are indented. Post-demonetization, despite
attempting to provide schemes for its proliferation, the growth for debit and credit
cards have not been matched with the growing requirement for point of sale (PoS)
terminals.According toRBI deputy governor, R.Gandhi, the high operating expenses
of PoS infrastructure is a roadblock for its expansion [26]. Credit and debit cards
are having an uneven success in India due in part to the limited number of point of
sale (PoS) devices to utilize the cards. The digital transactions continued to increase
after demonetization until the resurgence of the new banknotes into the economy.
The remonetization of the discontinued banknotes completed in April 2017, within
5-months of demonetization in November 2016. Interestingly, near-completion of
the remonetization process, the merchant’s unwillingness to pay MDR charges to
banks has resulted in a drop in demand for a new point of sale (PoS) devices. The
remonetization led to a decline in card payment methods due to surcharge associated
with their use. The merchant charges for PoS (point of sale) transactions discouraged
smaller merchants from accepting electronic payments [20]. PoS payment infrastruc-
ture is particularly lacking in the rural, semi-urban areas and also for small merchants
because their cost is greater than the transaction fees themarket can support [3].MDR
charge and lack of widespread PoS terminals impede the ubiquity and sustenance of
credit and debit card as a mode of digital payment. Thus, the credit and debit card
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model are failing at penetrating nationwide, and also, a resurgence of cash into the
economy is making the population opt for cash rather than paying its operational
costs.

While the popularity of digital wallets has remained stable, there are some imped-
iments to its growth such as loss of interest on the money that is stagnant in a wallet,
as compared to money in a bank account. There are high-transaction charges for
transferring money back from a wallet to a bank account, which restricts the cash
in the wallet [13]. A particular wallet brand only allows money transfer within the
same wallet, which deems as restrictions when dealing with merchant tied up with
another wallet [26]. This monopolization of mobile wallets by giant companies is
stripping the landscape of equity in providing equal access to the users tied with other
modes of digital payment. With various digital payment options, what users require
is a platform that honours and embraces various modes of digital payment into one
platform with maximum autonomy to transfer the funds to a wider audience through
simplified means. Thus, a policy intervention for digital payments is required for
financial inclusion of citizens that are rich and poor and from both urban and rural
nationwide.

3 Stakeholders

The recent policy reforms such as Digital India, cashless India, demonetization of
the Indian banknotes, and its remonetization in due course had major regulatory
impacts. The roadblockswithin digital payment policies impacting the customers and
merchants to foster an inclusive digital financial environment have been highlighted.
It is also pertinent to shed light onto the stakeholders and the key players: whose
actions, services, or policymaking can impact the future expansion of the digital
payments.

3.1 Citizens and Laymen

Customers. Impactedby thedemonetization restricting cashflow inhand and looking
for policies that make the adoption of the mode of digital payments easy and as
transparent as cash transactions. Seeking digital mode of payments that are accepted
nationwide/universally also avoids service charges and somewhat has influence on
policy. Customers can indirectly influence policy through their adoption of one digital
payment method over the other, which urges policymakers to help them easily adopt
the mode that is more popular, while also attempting to remove roadblocks from a
less accepted method, if possible.

Merchants. Initially, business impacted by demonetization due to lack of a variety
of digital payment options wants to retain their customers and provides them with
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widely accepted payment options. Seeking digital modes of payment that avoids
surcharges somewhat has influence on policy and has limited options for providing
various modes of digital payment to a customer based on their company size but can
choose a universally accepted digital payment mode and contribute to increasing its
popularity.

3.2 Ministries, Regulatory Bodies, and Policymakers

Ministry of Electronics and Information Technology (MeitY). Incharge of the
Digital India programme.Want to empower citizenswith digital infrastructural devel-
opment, also attempting to promote cashless India initiative. Significant influence
on policy. Originators of one of the key pillars for this digital and economic policy
revolution. Entrusted with the responsibility of leading this initiative on the promo-
tion of digital transactions to create an ecosystem to enable digital payments across
the country.

Department of Financial Services (Ministry of Finance). Financial inclusion is
one of their key agendas. Their goals have gained exponential push with the Digital
India and cashless India initiatives. Significant influence on policy. On the committee
for policymaking.

Reserve Bank of India (RBI). India’s Central Bank. Responsible for setting up and
guiding National Payment Corporation of India for all retail payments. Payments
within India are governed by the Payments and Settlement System Act, under the
regulatory purview of the RBI. Significant influence on policy. Responsible for
supervising, formulating, and implementing all monetary policies in India.

National Payments Corporation of India (NPCI). An umbrella organization of all
retail payments in India. NCPI supervises various modes of digital payment such as
RuPay, UPI, AePS, QR code payment acceptance solution, and more. Responsible
for regulating various modes of digital payments. Also, formulating and amending
their policies.

Cashless India. Affiliated with the digital India program. Cashless India aims to
promote cybersecurity, various digital payment methods among citizens and public
sectors. Somewhat has influence on policy. The initiative aims to create awareness
and contribute to capacity building for a less-cash society. Significant advisors for
policy formulation.

(National Institution forTransforming India)Aayog. NITIAayogwill also imple-
ment an action plan on advocacy, awareness, and handholding efforts for digital
payments in the nation. Somewhat has influence on policy. The initiative aims
to create awareness and contribute to capacity building for a less-cash society.
Significant advisors for policy formulation.
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4 Policy Solutions

While demonetization forced the population towards modes of digital payment, the
remonetization showed a trend towards the use of cash again as a preferred mode of
payment. This risks the redundancy of the key goals of the major economic policy
altercations, which was to sustain the population’s adoption of digital payments.
Despite the various modes of digital payments, the perils of surcharges, monopo-
lization of platforms persist that urge the citizens back to cash transactions. This is
crucial in understanding that digital payment adoption is a long-term goal, and policy
solutions for its sustenance are significant to plan.

According to a policy report by the Reserve Bank of India (RBI) released in
March 2017, nine out of eleven digital payment modes set forth as cash alternatives
show a decline [26]. These modes include debit/credit cards, PoS, mobile wallets,
bank prepaid card, online banking, and others. With this revelation, it is important to
shed light on the two modes of digital payment that remained consistently popular
despite remonetization: a unified payments interface (UPI) and a quick-response code
payment acceptance solution [3]. According to the RBI policy report (2017), UPI
provides ease for person-to-person as well as person-to merchant transactions. It is
important to note thatUPIdemocratizes thefinancial landscape, rather than restricting
users with a particular banking company or wallet application. UPI fosters a bank-to-
bank transfer system [22]. Moreover, NPCI introduced a UPI interface owned by the
government, which serves as a common app for any bank account linked at the back
end allowing wider acceptance of various payment methods. UPI system provides a
uniform option for anyone in India with a bank account and smartphone [3]. UPI also
enables linking Aadhar number, a universal identification for every Indian citizen,
which can be used for money transfer. This system is known as the Aadhaar Enabled
Payments System (AEPS) that allows the Aadhaar number to be used for direct cash
transfers, an important part of financial inclusion. UPI converges Aadhar number as
a mode of payment allowing a user to pay with an Aadhaar number that offers an
additional synergy with newAadhaar-enabled bank accounts [3]. UPI supersedes the
perils of previously discussed modes of digital payment by providing greater transfer
limits per transaction, and the ability to transfer directly from the bank account avoids
loss of interest on money that is stagnant in a wallet.

The low-cost QR payment acceptance method comes as a solution for chal-
lenge for widespread digital payment acceptance. Low-cost QR payment accep-
tance method is the world’s first interoperable quick-response (QR) code acceptance
solution developed by NPCI in collaboration with MasterCard, Visa, and American
Express to expedite India’s transition to a less-cash society [18]. It is a low-cost
payment acceptance solution where customers pay the participating merchants by
scanning a unique QR code for that business with their smartphone camera, with
no other technology required on the merchant’s end [3]. The scanning functionality
digitizes both payments giving and accepting, which skips the processing of transac-
tions through conventional PoS terminals. The merchant only needs to display their
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unique QR code at their storefront or through the acquiring bank’s mobile appli-
cation [18]. QR aims to standardize QR payment acceptance model nationwide. It
provides customers with an opportunity to pay directly through the UPI set-up on
their smartphones connected with their debit, credit, and prepaid cards [18].

The interoperability of UPI and low-cost QR payment acceptance method trumps
them from the other form of digital payments [22] due to their operational cost-
effectiveness, real-time money transfers, convenience, and accessibility. Their inter-
operabilitymakes themprosperous.UPI app is a unifiedplatform for customers to link
their banking cards irrespective of their type, while merchant only needs to register
their business account with the bank to receive payments [3]. This addresses the
pain points of both the customers and the merchants by providing a unified platform
that caters various bank cards with a low-cost acceptance solution. This combination
specifically serves to make Digital India and the less-cash India initiatives equitable
for the citizens. These two mobile payment modes have also displayed a consistent
rise in value (in Rupees) and volume (number) of transactions on remonetization,
while other forms have shown a decline [26]. It is important to note that the economic
reform policy starting with demonetization has turned India’s economy from cash-
based to mobile-based within a matter of months leapfrogging the plastic money
and PoS. The low-cost QR payment acceptance solution is an exemplary model
for other nations looking to foster a digital payment environment. It demonstrates
how a government-sponsored unified platform that is interoperable with a QR code
can provide a completely digitized payment model to move beyond credit and debit
cards [3]. The recent policy initiatives by the government include two promotional
schemes for further adoption of digital payments: ‘UPI-Referral Bonus scheme for
individuals’ and ‘UPI-Cashback scheme for merchants,’ which was valid for a year
after these interoperable systems were introduced, ending on 31 March 2018. While
the government recognizes these forms of mobile payments trumping the others,
further recommendations on these policy solutions would help foster sustenance of
a less-cash society in India.

5 Policy Recommendations

While UPI and low-cost QR payment acceptance method are payment solutions
guiding a way towards complete digitization for any kind of money transfer, some
pertinent policy recommendations would work as a push to feasibly foster a less-
cash society in India. These recommendations highlight the benefits of digital
payment awareness, incentivizing, strengthening digital infrastructure, and helping
both customers and merchants choose relevant and interoperable mobile payment
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modes. Reforms in the regulatory regime for mobile payments should help accel-
erate policy actions to stabilize and sustainUPI and low-cost QR payment acceptance
method to achieve scale.

• Subsequent paragraphs, however, are indented. While the UPI and low-cost QR
payment acceptance method look promising, the only constraining factor for their
adoption is the still incomplete adoption of smartphones, since both systems
require cameras and up-to-date operating systems [3]. This calls for policy inter-
ventions by the Digital India programme to further foster the accessibility for
every citizen with required infrastructural upgrades, digital literacy, affordable
network services, and smartphones.

– ‘Subsidized Smartphone Scheme for low-income Citizens’ in a measure to
boost scalability of these modes of mobile payment.

• Micro and small merchants nationwide continue to prefer cash transactions
([4], p. 12). Adoption of a low-cost digital payment acceptance mode will give
these merchants a competitive advantage to provide payment flexibility to their
customers. For adoption of low-cost QR payment acceptance method by these
merchants, it is significant to address their barrier to entry by raising awareness
and incentivization. This calls for policy initiatives to incentivize micro and small
merchants, with less than a certain amount of annual business turn-around.

– ‘New QRMerchant Cashback Scheme:’ Cashback incentive scheme for micro
and small merchants with newly adopted QR code. Merchants get cashback on
the first certain number of payment acceptance with a minimum transaction
value of a certain amount.

– ‘Promotional Scheme for a customer of a New QR Merchant:’ The customers
of a merchant with new QR code to get incentivized for the first transaction as
a unique customer. This would encourage regular customers to motivate the
vendor to adopt QR as a mode of payment acceptance.

• The application stores on mobile provide an enormous pool of applications to
choose from such as various UPI apps, digital wallet apps, QR code payment
acceptance apps that clutter into the applicationmarket. Users encounter difficulty
to choose one app over another [10]. The regulations and policies to develop
financial service applications for app stores are governed by the RBI under the
Payment and Settlement Systems Act of 2007.

– RBI to extend the barrier for standard requirements for launching a financial
service application, which ensures its credibility and security in the market-
place. This makes the products available in the marketplace more comprehen-
sible for users with less awareness and digital literacy allowing only plausible
applications to be available as possible digital payment solutions.

– Digital India and NITI Aayog to play a role in implicitly promoting the promi-
nent financial service applications with proven success rate and credibility,
such as UPI and low-cost QR payment acceptance method.
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Deep Learning-Based Adaptable
Learning Analytics Platform
for Non-verbal Virtual Experiment/
Practice Learning Contents

Kwang Sik Chung

Abstract Deep learning model-based learning analytics model suitable for educa-
tional and research has specific requirements. The learning analyticsmodel is defined
according to the educational requirements of the online organization and the learning
operation environment of the education institutes that provide the learning analytics
data. In particular, the learning analyticsmodel is determinedby the learning analytics
data (learning environment operation data excluding personal information, learning
content-related learning activity data, academic affair data, academic achievement
data, etc.). The deep learning model-based learning analytics model of this research
is developed in the form of a long-term learning analytics model and a short-term
learning analytics model. Through the automatic hyperparameters tuning module
of the learning analytics data management system, the long-term learning analytics
model and the short-term learning analytics model produce the learning analytics
results for educational institutes and individual learners. The structure and definition
of the learning analytics input data and the form of output results for the long-term
learning analytics model and the short-term learning analytics model are defined.

Keywords E-learning · Deep learning · Adaptable learning analytics · Virtual
learning contents · Short-term learning analytics · Long-term learning analytics

1 Introduction

As the number of learners using e-learning environment (distance education) is diver-
sified due to Covid-19 and the functions of digital learning contents and learning
management systems are advanced, the personalized learning environment that
should be provided to learners through the results of analysis of learners’ learning
activities and learning needs can be decided. Accordingly, the need for a deep
learning model-based learning analytics platform for non-verbal virtual experiments
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and practice learning contents that can be shared between countries (universities) is
increasing. The definitions and concepts of learning analytics data in the e-learning
environment must be shared and must support interoperability between Learning
Management System (LMS).

The e-learning environment is suitable for collecting and tracking learners’
learning activities data and learner-related information. Therefore, if the learning
analytics platform is built on the e-learning environment, the learning analytics plat-
form can have many advantages. In addition, if a deep learning model or a machine
learning model is applied to learning analytics, high accuracy of learner’s learning
prediction or group learning trend prediction results can be obtained.However, a deep
learning model or a machine learning model is a learning analytics data management
system that can protect learner’s personal information, in order to collect and track
a large amount of learning analytics data for learning the deep learning model, and
a distributed processing system for the deep learning model that can provide large-
scale computing resources. In particular, learning analytics data for the deep learning
model requires learner’s participation-oriented learning contents that can generate
various learning activities, and for the diversity of learning analytics data, interna-
tional research exchange. It is essential to extract/analyze/manage various learning
analytics data through language virtual experiments and practice learning contents.

In this chapter, we design a learning analytics model based on deep learning and
classify the learning situations, learning intention, and learning goals of learners.
Through a learning analytics model based on deep learning with the learning situ-
ations, learning intention, and learning goals of learners, the learning analytics
aspects of learners are classified into short-term learning analytics and long-term
learning analytics, and the learning analytics system for the classified short-term
learning analytics and long-term learning analytics is designed. Along with the
learning analytics system for the classified short-term learning analytics and long-
term learning analytics, the specification and extraction module for the required
learning analytics data are proposed, and the learning cloud-based virtual experi-
ments and practice learning content system from which the learning analytics data
will be extracted is also limited. And, the learning analytics system manages the
accumulated learning analytics data through the learning analytics data storage,
which collects, refines, and distributes the learning analytics data accumulated in
the learning management system (LMS) and virtual learning contents cloud for
experiments and practices where learning activities are performed.

The remainder of the paper is structured as follows: Section 2 reviews related
earning analytics data management and platform, and previous learning cloud.
Section 3 presents the process and design of Deep Learning-Based Adaptable
Learning Analytics Platform for Non-Verbal Virtual Experiment/Practice Learning
Contents. Section 4 concludes the paper by explaining the contribution of the
proposed Deep Learning-Based Adaptable Learning Analytics Platform for Non-
Verbal Virtual Experiment/Practice Learning Contents and mentions the limitations
of the study and future research directions.
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2 Related Works

In [1, 2], emotion state of a learner is used for learning analytics data and learners’
emotional analytics system was proposed. In [3], learner’s emotional state, learning
behavior, and learning progress were analyzed for learning analytics. In [4], concept
and definition of smart learning was proposed. In [5], learning cloud with combi-
nation of private cloud and public cloud was proposed. The private cloud would be
constructed for private universities’ learner’s learning analytics data, and for public
learning analytics data of universities, public cloudwould be proposed. In [6], intelli-
gent tutoring system collects and accumulates learner’s learning activity and extracts
their preference of learning and studying. The Learning Context Analysis System
for Digital Textbook Service on Learning Cloud. In [7, 8], the primitive learning
activity data is proposed. The primitive learning activity data is defined as swipe,
typing, click, painting, download, save, images drawing, bookmarks, etc. Learning
activity analysis for the primitive learning activity data and estimation model were
combined and analyzed through data mining.

In [9–11], the concepts, requirements, and definitions of smart learning, private
cloud for the personal information of distance learning universities, intelligent
tutoring system for student learning activity tracing and analyses of preferences
of learning and studying, and learning contents adaptation model for personalized
learning contents are proposed respectively. In [12], learning activity and learner’s big
data were defined and collection and management methodology of learning activity
and learner’s big data were proposed.

3 Deep Learning-Based Adaptable Learning Analytics
Platform

The learning analytics data available in LMS and the learning cloud (learning envi-
ronment operation data excluding personal information, learning content-related
learning activity data, academic-related environment data, academic achievement
data, etc.) becomes the determining factor of the learning analytics model. The deep
learning-based learning analysis model of this study is developed by division into
a long-term learning analytics model and a short-term learning analytics model.
The short-term learning analytics data processing system and long-term learning
analytics data processing system are organically linked to extract learning analysis
results for individual learners in Fig. 1. LMS, virtual learning content management
server and virtual learning contents cloud for experiments and practices collect and
share learning analytics data based on Experience Application Protocol Interface
(xAPI).

The learner who logs into the smart learning portal server accesses the virtual
learning content management server and virtual learning contents cloud for exper-
iments and practices through learning management system (LMS). The learner
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Fig. 1 Deep learning-based adaptable learning analytics platform.

performs various experiments and practice-related learning activities in the virtual
learning contents cloud for experiments and practices, and these learning activities
are delivered to the learning analytics data storage. This learning activity data is
analyzed by the short-term learning analytics data processing system according to
the learner’s short-term learning goals and learning situation. The short-term learning
analysis model applies a reinforcement learning model based on the Markov Deci-
sion Process (MDP) to analyze the learning analytics data of a short unit time such as
a semester or an evaluation test (mid-term exam, final exam, assignment submission,
etc.).

The short-term learning analysis module is built in an edge cluster environment
to extract the real-time learning prescriptions for learners and real-time analysis of
learning analytics data in Fig. 2. On the other hand, the long-term learning analysis
model is built in a central cloud environment because a large amount of learning
analytics data must be processed for the development of the learning analysis model
and the learner’s long-term learning prescription.

➀ Learners log in to the smart learning portal server (web server) using a desktop
computer, smartphone, or tablet computer. Then, log on to the LMS through
Single Sign-On system (SSO). And the LMS builds the learner’s learning envi-
ronment based on the learner’s academic history and other various learning
information. The LMS saves the learner’s learning activities according to a set
cycle.

➁ The LMS delivers the learner’s personalized learning environment requirements
to the virtual learning contents management server and learning contents cloud
for virtual experiment and practice. Learners conduct virtual experiments and
practices in the learning contents cloud. At this time, the learner engages in
various learning activities, and continues learning. In addition, the virtual learning
contents management server and learning contents cloud store the learning
activities of learners according to a set period.

➂ The learner’s learning activity in the LMS, the learner’s learning activity in the
virtual learning contents management server, and the learner’s learning activity
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Fig. 2 The short-term learning analysis model.

in the learning contents cloud are delivered to the learning analytic storage
server. The learning analytic storage server purifies, classifies, and stores learning
analytics data according to the learning requirements and learning goals of the
learners.

➃ The short-term learning analytics server requests the learning analytics data
tailored to the learner’s long-term learning goals and long-term learning goals
from the learning analytics storage server.

➄ The learning analytic storage server delivers the learning analytics data suit-
able for the request of the short-term learning analytics server to the short-term
learning analytics server. The short-term learning analytics server analyzes the
learning activity of the learner according to the learning goal of the course,
the teacher’s learning intention, and the learner’s learning ability, and saves the
learning analytics result.

For then deep learning distributed processing, a container virtualization layer for
using isolated resources of the CPU/GPU, distributed parallel processing platform
layer to support parallel processing of personalized learning analytics models of
multiple containers and deep learning model for learning analytics, and a distributed
processing system stack according to the combination of the deep learning framework
layers for learning analytics are built in the cloud environment. The deep learning
analytics platform is built based on the deep learning distributed processing system.

The long-term learning analytics model of the deep learning-based learning anal-
ysis platform uses an ensemble-based Deep Q-Networks (DQN) model to analyze
long unit time learning analytics data such as grade level or degree course in Fig. 3.
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Fig. 3 The long-term learning analysis model.

➀ Learners log in to the smart learning portal server (web server) using a desktop
computer, smartphone, or tablet computer. Then, they log in to the LMS through
single-sign on system (SSO). And the LMS builds the learner’s learning environ-
ment based on the learner’s academic history and other various learning infor-
mation, and the LMS saves the learner’s learning activities according to a set
cycle.

➁ The LMS delivers the learner’s personalized learning environment requirements
to the virtual learning contents management server and learning contents cloud
for virtual experiment and practice. Learners perform virtual experiments and
practices in the learning contents cloud. At this time, the learner engages in
various learning activities, and continues learning. In addition, the virtual learning
contents management server and learning contents cloud store the learning
activities of learners according to a set period.

➂ The learner’s learning activity in the LMS, the learner’s learning activity in
the virtual learning contents management server, and the learner’s learning
activity in the learning contents cloud are delivered to the learning analytic
storage server. The learning analytic storage server purifies, classifies, and stores
learning analytics data according to the learning requirements and learning goals
of learners.

➃ The long-term learning analytics server requests the learning analytics data
tailored to the learner’s long-term learning goals and long-term learning goals
from the learning analytic storage server.

➄ The learning analytics data storage server delivers the learning analytics data
suitable for the request of the long-term learning analytics server to the long-
term learning analytics server. The long-term learning analytics server analyzes
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the learner’s learning activities according to the learner’s learning requirements
and learning goals, and stores the analysis results.

4 Conclusion

As interest in e-learning contents increases due to the development of e-learning
environments, the requirements for experimental and practice learning contents in
e-learning environments are increasing. In addition, with the development of big data
analysis technology and data collection technology, research for learner analytics in
e-learning environment is being actively conducted. In this situation, the learning
contents of experimentation and practice are made based on the active learning
activity of the learner. Therefore, experiments and practices learning contents are a
good learning environment for the accumulation and collection of learning analytics
data for long-term and short-term learning analytics. In addition, since the experi-
ments and practices learning contents provided in the virtual environment are non-
verbal learning contents, they can be shared between educational institutions regard-
less of country, making it an advantageous environment for collecting and utilizing
various learning analytics data.

In this study, the learning analysis system was designed by classifying learners’
learning goals into long-term learning goals and short-term learning goals. The long-
term learning analyticsmodel is performed by combining the learning analysis results
for several short-term learning goals with the learner’s long-term learning goals. By
using these two types of learning analytics data, an adaptable learning analytics
platform for non-verbal virtual experiment and practice learning contents that can
increase the accuracy of learner’s learning analysis was designed.

The future researchplan is to develop a learning analytics datamanagement system
for sharing individual learning data that can protect learners’ personal information
based on a modified Ethereum block chain that does not consume gas.
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Abstract Awealth of research emphasizes the importance of citizens’ trust in public
institutions. Low social capital has been proven as a substantial factor in decreasing
trust in government. As a means of increasing social capital, social media is used by
governments to gain citizens’ trust. It is not sufficient though to create accounts on
these platforms, and there should be awell-set communication strategy and a system-
atic mechanism to measure its success. Few studies were conducted to measure
government trust in social media considering various trust dimensions. Therefore,
an evaluation of the extent of trust in the government on Facebook accounts was
undertaken in 2018. In that study, a framework was developed to measure trust
comprising six main items: Responsiveness, Accessibility, Transparency, Effective-
ness, Efficiency, and Participation. The framework was tested on a sample of the
Facebook accounts of three Egyptianministries (chosen based on their direct relation
to the country’s economy). After going through two major incidents, the COVID-19
pandemic, and the Russian-Ukraine war, it became pivotal to reassess trust in the
government using the same framework after applying a few adjustments and consid-
ering the aspect of government trustworthiness. A comparison between both studies
is discussed drawing concluded insights.
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1 Introduction

There is a consensus among researchers and politicians on the importance of citizens’
trust in their government. Several negative consequences can result from low trust in
the government. For example, people show less compliance—or even resistance—to
public policies and regulations [32, 99, 55], which hinder the government’s ability to
perform its duties [74, 43] and can even compromise on the entire legitimacy of the
government [44] and the entire political system [28]. The notion of trustworthy public
institutions is more crucial in nations going through a transitional democratic phase
of governance [78]. Trustworthiness helps in improving government performance
and communications with its citizens, which leads to effective governance [71, 85].

Low trust in government could be due to several reasons such as economic change
[10], party polarization [51], or post-materialist values [45]. In addition, sometimes
citizens see that the achievements of the government programs are less than their high
predictions [23, 74, 79] or unacknowledged resource allocation [4]. Furthermore,
insufficient social capital was found to be an integral cornerstone in reducing trust
and confidence in government [49, 72].

This was the trigger that motivated us to investigate means to measure trust in
government through the Facebook pages of three Egyptian ministries that have a
direct effect on the economy [3], as high economic performance increases support
and trust in the public institutions [23, 116]. It is though recommended to conduct a
longitudinal s to assess the change in the level of trust in government as culture and
values are in continuous change driving governments to be flexible and responsive
to the public [99]. Longitudinal evaluation of trust is even more required especially
after going through unique occurrences such as the pandemic that started in 2019 and
the Russian-Ukrainian war [46]. Such incidents have evidently affected the economy
in countries worldwide.

COVID-19 had a negative effect on international trading and led to a disruption
in the global supply chain in different industries [111], which increased the prices
of consumer goods [17]. Moreover, the Russian-Ukraine war had affected the world
economy and not just Russia’s resulting in high inflation, low investment, uncer-
tainty, supply chain inefficiencies, etc. [62]. Trust is even more compromised here
because it depends on how the government is dealing with these events and commu-
nicating with citizens. What makes it more challenging is the increasing amount of
misinformation on social media which adds more responsibility to the government
to increase responsiveness and transparency [2, 46]. During these crucial situations,
gaining citizens’ trust is evenmore vital so that the public could comply with govern-
ment rules and appeals such as taking vaccinations, wearing masks, reducing panic
buying [9, 54, 91].

Dealing with this critical situation requires a well-crafted communication strategy
from the part of the government to acquire the trust of the public [69]. A continuous
dialogue with citizens is necessary to reduce information asymmetry, encourage
people to follow government policies, and show the measures undertaken by the
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government that meet citizens’ expectations [57, 58]. Therefore, the same funda-
mentals we identified to measure trust (Responsiveness, Accessibility, Transparency,
Effectiveness, Efficiency, and Participation) are becoming more essential.

A body of research revealed that there is a deterioration of citizens’ trust in their
governments [47, 22]. For example, OECD [76] revealed that the percentage of citi-
zens in OECD countries that trust their government does not exceed 43%. However,
during challenging times such as wars, pandemics, and natural disasters, the level
of trust in institutions is usually affected [95, 109]. On one hand, it can increase as
people when feeling external threats. They trust more their government since they
do not have alternatives or sometimes people tend to rely more on strengthening
in group relations when facing a common disaster and on tending to collaborate to
reach better output [84, 105, 35, 34]. On the other hand, such critical events can lead
to suspicions and to the fueling of conspiracy theories [110, 117]. Remarkably, some
studies confirmed that citizens show a prominent level of trust in the initial stages
of a disaster, but this level decreases over time [6, 84]. A possible interpretation of
this change could be due to the underlying negative economic consequences such
as inflation, unemployment [64, 97]. It is also worth noting that trust in government
varies across countries due to cultural, social, economic, and governance differences
[29, 77].

It is therefore recommended to conduct in-depth studies in each country tomeasure
trust in public institutions and to monitor its level over time. Investigating trust is
further required in case of remarkable incidents that took place over the recent period
such as the COVID-19 pandemic and the Russian-Ukraine war. Hence, this paper
starts by presenting the literature relevant to social capital, trust and trustworthiness of
government, and how social media could strengthen them. Next, the paper presents
our research methodology and the adjustments that we made in the trust metrics
of the framework that was developed in our previous study in 2018. This unified
frameworkmeasures socialmedia by applying data analytics on a sample of Egyptian
government Facebook accounts. A comparison between both studies is presented
along with the findings discussion, conclusion, shortcomings, and suggested further
research directions.

2 Literature Review

2.1 Trust and Trustworthiness

Trust and trustworthiness are usually mixed and understood as reflecting the same
concept [39, 100]. Although strongly interrelated, trust and trustworthiness have two
different meanings. While trustworthiness determines the characteristics or features
of a trustee, trust is concerned with the perception of others of the motivation and
ability of the trustee to perform a task [48, 19, 118, 37, 47]. Therefore, trustworthiness
is considered as a component of trust between two different parties [24, 41, 87].
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Trust between individual and social institutions is defined as institutional trust
[41, 78]. It concerns the rules, roles, and norms of the institution rather than people
in charge working in this institution or past communication Zucker’s [119], driving
them to appropriately accomplish their duties. O’Hara [75] sees that institutional
trust is characterized by objectivity and by the power and authority of the institution
to exert sanctions. Smith [99] argues that this understanding of institutional trust does
not differentiate between institutional trust and trustworthiness and that their possible
changing inter-relations over time. Even though, such drawbacks could be addressed
through our early assumption that institutional trustworthiness is part of the trust
bigger framework. Smith [98] identified different possibilities of trust: granted and
misdirected, granted and correctly placed, or properly or incorrectly trust which may
be correctly denied. These four possibilities show the difference between how the
trustor perceives the trusted and the trustworthiness of the trusted.

There is though shortage in the literature investigating institutional trustworthi-
ness compared to the one that focuses on institutional trust [99]. Regarding trust in
government, one cannot deny the value of the elements of trustworthiness in setting
theories related to trust in government [56, 40].

Skepticism about the honesty and trustworthiness of the government could
compromise the support for a ruling system and could negatively affect the public
culture [28, 116]. Therefore, we decided to consider some aspects of trustworthi-
ness in our study that could match social media analytics as a starting point in
measuring the trustworthiness of government institutions in addition to trust. The
literature pointed to the measurements components of trustworthiness being ability,
benevolence, and integrity [61], competence, benevolence, and honesty [106], or
competence, benevolence, and integrity [36]. All components revolve around three
notions: the proficiency of the government along with its care and values of fairness.

2.2 Relation Between Social Capital and Trust
in Government

The concept of social capital started in 1890 but gained more importance in disci-
plines such as politics and social sciences since the second half of the 1990s [31].
Interest in social capital increased more with the widespread on the Internet [38]. It
concerns the relationships between individuals and groups and the mutual benefits
and trustworthiness that these relationships produce [83]. Social capital generation
has a positive impact on education, reducing crime rates, boosting the economy, and
improving government performance [49].

Researchers categorized social capital into three main types: bonding, bridging,
and linking [93, 83]. Bonding capital—the strongest one that nurtures homogeneity
represents the tie between friends, family, and others having similar values or circum-
stances. The bridging type, which forms a weaker connection compared to bonding
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capital, entails the liaison between friends of friends, and examples of such relation-
ships can be seen between individuals that were together at school, college, work, etc.
The significance of bridging social capital lies in its value in creating links between
diverse groups contributing to better social inclusion [93]. The third form of social
capital, linking, reflects the connection between the public and their government
policymakers increasing resources in wider societies.

When it comes to the association between social capital and trust, one can
find different notions in the literature. Several researches measure bonding and
bridging social capital through trust and other parameters like citizenship customs
and membership of an organization [94, 30]. Trust in public institutions can be
seen as an indication of linking social capital (e.g., [65, 30]), can be impacted by
social capital in general (e.g., [49, 94]), or influences trust between people and social
norms [52]. We can then conclude that there exists a solid association between trust
and social capital and that participation and effective governance could be reached
through social capital reinforcement [43]. During the pandemic, the increase in social
capital contributes to empowering the government and ensuring more endorsement
from the public regarding the state’s policies, measures, and actions [57]. Therefore,
exploring social capital is crucial in assessing the trust and trustworthiness of the
public sector. We claim in the context of this research that the linking type of social
capital can be produced over the social media pages of the government.

2.3 Can ICT Increase Trust in Government?

Governments perceive e-government as a powerful application mechanism that can
reestablish trust because it enables the government to publish information about
the performed achievements. In addition, e-government creates a smooth interaction
between citizens and the public sector [86] portraying an image of a high-responsive
government [104]. Moreover, e-government can improve the service delivered to
citizens, improve the internal efficiency of public administration, and encourage
civic participation [81, 47]. E-government is primarily seen as a mean to develop
trustworthy institutions and to build trust in government [115, 104, 90]. Citizens tend
to interact with government entities and take part in policy formulation [18]. This
kind of citizen commitment is a major element of social capital, which proved to
be pivotal in reinforcing trust in government [49]. High social capital is even more
required in critical situations to ensure public compliance with the measures and
actions set by governmental institutions [57].

Several research concluded that citizens’ experiences with e-services are strong
indicators of trustworthiness cues that would reinforce the citizens’ trust in the public
sector [98]. However, websites that provide these services cannot fully fulfill citizens’
requirements and gain their trust. Interestingly, the literature confirmed that trust and
e-government are bidirectional, there is no doubt that efficient e-government adop-
tion would strengthen confidence in public institutions, and in their future perfor-
mance, e-services will only be used if people believe that government institutions are
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trustworthy [81, 114, 104, 7, 34]. Government trustworthiness is even more vital in
increasing the usage of e-services that cannot sometimes competewith those provided
by companies (e-commerce), and trustworthy public institutions would reduce citi-
zens’ need to depend on their traditional visits and physical communications with
government entities [102]. Focusing on trustworthiness will draw the attention of
government management toward further trust-building activities and can be better
controlled and guided by public decision-makers [19, 118]. Furthermore, Whiteley
et al. [116] noted that policy outcome (delivering a good quality service) is one
pillar of trust along with the policy process (i.e., the trustworthiness of the service
provider). Citizens’ perceptions toward the fairness, transparency, and info-oriented
policy process proved to be essential in building trust in government [13, 15]. Under-
standing the policy-making process and ensuring the honesty and trustworthiness of
decision-makers would drive people to abide by policies that could sometimes be
against their interests [59].

During critical incidents (such as the pandemic and the Russian-Ukraine war),
transparency, responsiveness, and engagement in the decision process are further
required to increase social capital, improve government trustworthiness, and win
public trust, which would evidently enable public policymakers to better manage
any crisis and its economic implications [89, 96, 47, 27, 95, 46, 57]. These features
cannot be fully provided by e-services, and public websites are primarily used to
disseminate information and to offer services and not do not allow sufficient room
for interactivity or engagement [101, 43]. It is important to direct the government’s
efforts toward communicating with the public to shape their perception of a caring,
responsive, and honest government. Smith [99] and Houston and Harding [43] urged
further exploitation of ICT capacity to enhance transparency, direct contact, and
responsiveness. Social media could hence assist the government in improving its
trustworthiness due to the features they possess allowing for better openness and
visibility of public employees. Due to their contribution to increasing social capital,
governments are increasingly recognizing the benefit of social media in increasing
citizens’ trust and are adopting them as part of their communication projects [8].

Social media would also assist the government in addressing misinformation
that propagates exponentially during crises. Being exposed to more misinformation
during crises minimizes people’s both declarative and procedural context-specific
knowledge about the responsive measures and policies taken by the government
leading to less trust in government [11, 112, 46]. During the pandemic, social
media helped in spreadingmisinformation being the first and sometimes main source
of information that connects people with family and friends. Daily newspapers or
government web pages are not frequently visited and do not have a high influence
on citizens. Being exposed to a high volume of misinformation demotivates social
media users to seek correct information from official sources [112]. Thus, an effec-
tive presence of the government in the same social platforms used by citizens would
largely increase the trust in government performance, values, and beliefs and combat
the credibility of misinformation.
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3 Methodology

Facebook continued to be the dominant social network for the Egyptian public
authorities. The selected Facebook pages that directly relate to the economy of
Egypt were the Ministry of Tourism Egypt (MOT), the Ministry of International
Cooperation (MIIC), the Ministry of Trade and Industry (MIFT), and the Egyp-
tian Tourism Authority (Experience). In the last paper, we carefully examined the
previous literature to identify themost common trust dimensions. Then,we added our
perceptions to match the ministries’ Facebook accounts. We focused on Facebook
because of its importance and citizen availability. In that year, 2018, we had access to
Crowd Analyzer, a software tool, for accounts’ performance and sentiment analysis
using its Artificial Intelligence algorithms (AI). All the Facebook pages selected in
our previous were also directly related to the economy of Egyptian. Moreover, at
that time, we dropped the Ministry of Tourism Egypt (MinistryofTourismEgypt) not
been active since January 2017. However, in this paper, we included the Ministry of
Tourism and Antiquities (MOTA) because it has been active.

Since then, many privacy issues were aggressively revisited by Facebook, and
many tools stopped crawling data for analysis [66]. In addition, Crowd Analyzer has
been disabled in 2021. At the time of creating the paper in 2022, we could notmonitor
social media accounts automatically and extract their information including posts
and comments as in 2018. Therefore, we have used an alternative tool, Socialbakers,
which is a leader in social accounts’ performance. Socialbakers help in measuring
some of the items that would have been difficult to do manually. Moreover, we were
able to add more information that was not possible before such as:

• The number of times users have shared any post by the ministry with their friends.
• The number of new page followers compared to the previous period.

The monitoring period was from January 2022 to the end of May 2022.

4 Proposed Framework

The six dimensions proposed in our last study [3] were: Responsiveness (ten items),
Accessibility (five items), Transparency (two items), Effectiveness (three items),
Efficiency (four items), and Participation (six items). While the six dimensions used
in the previous study remained the same, some sub-items have changed due to the
APIs’ limitation forced by Facebook after the Cambridge Analytica (https://www.
tandfonline.com/doi/abs/10.1080/21670811.2019.1591927) data scandal.

The sub-items that we changed are:

• Responsiveness—Exclude (Reply Rate): The only viable way to calculate the
reply rate of the page is to have access to its insightswith a username andpassword.
This is no longer an option to analyze on public pages.

https://www.tandfonline.com/doi/abs/10.1080/21670811.2019.1591927
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• Participation—Exclude (PeopleEngaged):All tools havenomore extended access
to peoples’ names.Therefore, it is impossible to count the number of uniquepeople
engaged.

• Participation—Exclude (Sentiment Score): Tools cannot capture public comments
unless the tools have private access with a username and password.

• Participation—Exclude (Engagement Rate): Since we are not able to identify the
individual unique users, we cannot calculate the Engagement Rate.

• Participation—Updated (Interactions/post): Using Socialbakers, we can capture
the number of times that users have shared the content. We have added this to the
number of likes and comments to get a clearer number of users’ participation.

• Participation—Include (Net followers): The number of net followers gained in
the time period that was monitored.

• Participation—Include (Followers growth): We have compared the number of
followers from January to May 2022 with August to December 2021.

The framework maintained its solid structure with six areas. However, the sub-
items changed as highlighted. Responsiveness (nine items—Res.): the readiness of
the page and their attendance to the online users. Accessibility (two items—Acc.):
their connection with other governmental pages. Transparency (two items—Tra.):
Are they sharing their agenda and allowing users to post to the page? Effectiveness
(three items—Effe):Do they solve users’ problems and raised issues?Efficiency (four
items—Effi): How fast and accurately do they solve the issues? Participation (five
items-Par.): The number of page-likes and engagement over time with its content.

Table 1 highlights all the dimensions with the new and updated sub-items and
their scoring methods:

While the binary and normalized scores remained the same, we have introduced
a new scoring mechanism for the number of followers. The net number of followers
is the total number of followers gained or lost in a given time. In our study, if the
number of new followers is less than the number of unfollows, the total net will be
negative. The followers’ growth is as follows:

((Net followers in the given timeframe)-(net followers in the previous timeframe))/
(net followers in the previous timeframe).

If the number of net followers in the previous period is higher than in the current
period, the percentage will be negative. Of course, it is not necessary to have the
highest follower growth if you have the highest number of net followers. While the
number of net followers shows user trust in the page by following it, the growth
percentage shows the trust over time. If it is declining or more users are following
than before.

Stemming from the fact that trustworthiness has become pivotal to e-government
research [16], we have explored the study of Janssen et al. [47] that investigated the
trustworthiness of e-government by deriving a comprehensive theory through inter-
pretive structural modeling. In this study, Janssen et al. [47] highlighted 20 factors
affecting citizens’ perceptions of e-government trustworthiness. While reading it,
we discovered the following: 1—items might be difficult to measure using tools.
This will need further investigation. 2—items that are different from our study, and
we can obtain them by manually examining the comments or discovering advanced
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Table 1 Trust dimensions and corresponding sub-items

Item Sub-item Scoring method

Res Verified Y = 1 N = 0

Listed Y = 1 N = 0

Phones Y = 1 N = 0

Emails Y = 1 N = 0

Address Y = 1 N = 0

CTA button Y = 1 N = 0

Reply to
comments

Y = 1 N = 0

Reply to
messages

Y = 1 N = 0

Post to page Y = 1 N = 0

Acc Page Liked Y = 1 N = 0

Related posts Y = 1 N = 0

Tra Content Y = 1 N = 0

Approval Y = 1 N = 0

Effe Relevant info Y = 1 N = 0

Problem
solved

Y = 1 N = 0

Complete info Y = 1 N = 0

Effi Automated
messages

Y = 1 N = 0

Problem
solved

Y = 1 N = 0

Created apps Y = 1 N = 0

Fast reply Instantly = 1, in minutes = 0.8, within an hour = 0.6, in few hours =
0.4, within a day = 0.2

Par Citizens’
input

Y = 1 N = 0

Citizens’ meet Y = 1 N = 0

Interactions/
post

Normalized score (0–1)

Net followers Ranked the pages from 0 to 3 according to the number. The lowest is 0

Followers’
growth

Ranked the pages from 0 to 3 according to the number. The lowest is 0

analysis tools. 3—items thatmatch our study.We have highlighted the dimension and
sub-item matching in this case. 4—items that cannot be obtained using the current
tools. Table 2 shows the 20 factors that affect e-government identified by Janssen
et al. [47].
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Table 2 Twenty factors that affect trust Janssen et al. [47]

Item Notes

Trust of government Difficult using social media analytics

Trust of Internet Difficult using social media analytics

Disposition to trust Difficult using social media analytics

Perceived risk Can be obtained with manual examination/advanced tools

Privacy concerns Can be obtained with manual examination/advanced tools

Perceived security Can be obtained with manual examination/advanced tools

Political attitudes Can be obtained with manual examination/advanced tools

Transparency We have this under effectiveness - > relevant info

Perceived prior
knowledge

We have this under transparency - > content (the page shares
information about its events, agenda, meeting results, etc.)

Accountability We have this under effectiveness - > problem solved

Responsiveness We have this under efficiency - > automated messages and problem
solved

Service quality We do not have this anymore because we cannot capture users’
comments for now

Satisfaction We do not have this anymore because we cannot capture users’
comments for now

System quality We do not have this anymore because we cannot capture users’
comments for now

Perceived ability to use Difficult using social media analytics

Use We have this under the participation

Benevolence Can be obtained with manual examination/advanced tools

Integrity Can be obtained with manual examination/advanced tools

Competence We have this under responsiveness

Trustworthiness of
e-government

Difficult using social media analytics

We are exploring new tools that might provide further analysis of some missing
items such as sentiment score. The new tools do not depend on Facebook APIs but
rather use Web Scraping techniques to capture the comments. Then, using their NLP
techniques, they can provide automated sentiment analysis.

5 Findings and Discussion

During the timeframe, January 2022–May 2022, we captured 1714 posts made by
the ministries which gained 325,930 reactions, 54,958 shares, and 45,503 comments.
This is much higher than our previous study, which captured only 199 posts. The
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following table (Table 3) shows the analysis of all six dimensions for the four pages.
It has both old and new sub-items for ease of comparison as well.

Comparing the last study to this one, we noticed that the MIIC switched last place
with MIFT. MIFT scored a higher rate in this study than in 2018, while experience
scores were higher in both studies. Overall, the ministry with the highest trust score
compared to other ministries is theMinistry of Tourism and Antiquities. It is difficult
to compare the progress over time with the total score because the sub-items have
changed. However, after comparing the common 22 sub-items out of the total 30
sub-items, we noticed a huge increase in MIFT score from 8.6 to 13.4. MIFT page
started to reply to comments, allowed timeline posts, started to postmore related posts
with more information, and started automated reply messages. Also, we noticed a
small drop in experience Facebook page. The page was used to answer questions
more efficiently in the previous study than in this study. This indicates that the pages
had almost the same trust level as the previous study in all dimensions except for
participation which included new sub-items.

We will discuss every dimension and its noticeable results across all ministries.
First, under responsiveness, all ministries are verified and have contact addresses.
MICC got the lowest score not being listed or having email and call to action button.
It does not also reply to comments. On the other hand, Ministry of Tourism and
Antiquities was the best scoring 9/9. Second, accessibility, all ministries, except
Eg.ExperienceEgypt, liked other ministries’ pages and posted about other ministries’
common programs.

Third, under transparency, Eg.ExperienceEgypt is focused onEgypt’s experiences
with no posts regarding its agenda or events. However, all other ministries shared
posts regarding their events.All posts sent to theministries’ pages have to be approved
by the ministry before being shown to the public. We have found only one wall post
by a user that was on a page wall which might indicate that no posts are accepted, or
no users were using this feature with ministries.

For the fourth dimension, effectiveness, we have analyzed users’ commentsmanu-
ally and how the ministries engaged with them. All ministries have sent engaging
content that users found relevant to the government’s mission. However, again, we
find thatMIIC andMIFT lagwith no effective replies to users’ concerns or questions.
Unlike this, MOTA and experience answered effectively as shown in the following
sample pictures. Their replies were to the point solving any users’ concerns (Fig. 1):

The next dimension, efficiency, measured the level of service. We noticed MIIC
and MIFT were the only ministries enhancing the speed of service using auto-
mated messages. Lastly, users’ participation was a magnificent performance by
Eg.ExperienceE- gypt which scored 9/9. The ministry had the highest number of
interactions with 106,534 reactions, 13,015 shares, and 15,558 comments. During
the timeframe, the page had 249,340 new followers which were 500%more than the
previous period.
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Table 3 Findings of old and new studies

Dimensions Sub-items MIIC MIFT Experience MOTA

Old New Old New Old New Old New

Res Verified 0 1 1 1 1 1 NA 1

Listed 1 0 1 1 1 1 NA 1

Phones 1 1 1 1 0 0 NA 1

Emails 1 0 0 0 1 1 NA 1

Address 1 1 1 1 1 1 NA 1

CTA button 0 0 1 1 1 1 NA 1

Reply to
comments

0 0 0 1 1 1 NA 1

Reply to
messages

1 1 1 1 1 0 NA 1

Reply rate 0 NA 0 NA 1 NA NA NA

Post to page 1 1 0 1 0 1 NA 1

Total 6 5 6 8 8 7 NA 9

Acc Page liked 1 1 1 1 0 0 NA 1

Related posts 0 1 0 1 0 0 NA 1

Total 1 2 1 2 0 0 NA 2

Tra Content 1 1 1 1 1 0 NA 1

Approval 0 0 0 0 0 0 NA 0

Total 1 1 1 1 1 0 NA 1

Effe Relevant info 1 1 0 1 1 1 NA 1

Problem
solved

0 0 0 0 1 1 NA 1

Complete
info

0 0 0 0 1 1 NA 1

Total 1 1 0 1 3 3 NA 3

Effi Automated
messages

0 1 0 1 0 0 NA 0

Problems
solved

0 0 0 0 1 0 NA 0

Created apps 1 0 0 0 0 0 NA 0

Fast reply 0.6 0.2 0.6 0.4 1 0.2 NA 0.8

Total 1.6 1.2 0.6 1.4 2 0.2 NA 0.8

Par Citizens’
input

0 0 0 0 0 1 NA 1

Citizens
meet

0 1 0 0 0 1 NA 1

Likes/post 1 NA 0.2 NA 0.27 NA NA NA

(continued)
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Table 3 (continued)

Dimensions Sub-items MIIC MIFT Experience MOTA

Old New Old New Old New Old New

Comments/
post

1 NA 0.79 NA 0.54 NA NA NA

People
engaged

0.375 NA 1 NA 0.73 NA NA NA

Sentiment
score

0.6 NA 0 NA 0.85 NA NA NA

Interactions/
post

NA 0.04 NA 0.03 NA 1 NA 0.42

Net
followers

NA 0 NA 1.00 NA 3 NA 2

Followers
growth

NA 0 NA 2.00 NA 3 NA 1

Total 2.975 1.04 1.99 3.03 2.39 9 NA 5.42

Overall score 13.575 11.24 10.59 16.43 16.39 19.2 NA 21.22

Fig. 1 MOTA and experience answered
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6 Conclusion

The decline in trust can negatively affect how citizens see the government and use its
e-services to address uncertainty, anxiety, and risk that could be more eroded during
crises [63, 5]. Risk communication strategies are consequently recommended that
involve catering risk clarification to different recipients, respecting their values, and
promoting communal and individual decision-making [68]. Public administrators
cannot play behind the scenes anymore, and risk communication dictates also that
the provision of timely, relevant, and accurate information generates trust in govern-
mental responses [27]. Reforming the public sector and increasing trust requires
strategies not only to improve competence but also to increase government trustwor-
thiness—through securing an effective communication channel with the government
and disseminating information about government strategies and activities [14] and
to exploit the features provided by information technology to encourage civic partic-
ipation [43]. Public administrators and policymakers need to consider the behavioral
forms of social media users as they are the most audience exposed to misinformation
[46]. Misinformation proved to affect the degree of trust in public institutions and the
overall compliance with government measures and policies [67, 112]. Without using
technologies that encourage interactions with citizens and improve transparency
and responsiveness that help in perceiving a trustworthy government (like social
media), e-government initiatives could not achieve their goals and would increase
bureaucracy “transforming street-level bureaucracy into screen-level bureaucracy”
[12].

Despite the growing interest of governments in gaining citizens’ trust [82] and the
wealth of literature about the concept of trust in public administration, there are still
limited empirical studies on this topic [20, 47]. Trustworthiness, therefore, is gaining
more interest in e-government research [16, 114], but there are still unexplored areas
related to additional components of e-government trustworthiness [16, 88, 98, 99].

This paper, thus, aims to address a less investigated research field related to a
systematic evaluation of trust and trustworthiness in social media government pages.
It developed ameasurement framework based on data collected from these platforms.
The frameworkwas tested over two time periods—in 2018 and 2022 on the Facebook
pages of four Egyptian ministries whose activities impact the country’s economy.
Both studies examined the trust dimensions (Responsiveness, Accessibility, Trans-
parency, Efficiency, and Participation); however, we carried out some adjustments
in the second one due to the privacy change policies on Facebook and after incor-
porating additional items that measure trustworthiness. The comparative analysis
between both studies showed that the ranking changed; the Ministry of International
Cooperation became in last place instead of theMinistry of Trade and Industry which
ranks third. Experience scores the second. The ministry with the highest trust score
is the Ministry of Tourism and Antiquities.

As a research drawback, there is still no in-depth sentiment analysis of these
government accounts. Future research can explore further tools that perform anal-
ysis in this area, especially in Arabic language content. Other research triangulation
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venues could be to conduct interviews with policymakers of government institutions
and to obtain direct feedback from people through interviews and surveys to assess
the existence and extent of the gap between both citizens and public institutions.
Additionally, examining the change in weights of trust measurements associated
with various levels of government would reveal valuable outputs.
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The Demand for Big Data Skills in China

Xinyuan Lin , Wenjun Wang , and Fa-Hsiang Chang

Abstract The exponential growth of data has driven the rapid development of big
data, reshaped the demands for skills in many industries, and created new jobs. Using
detailed data on job requirements and posted wages from an online job site, we define
big data skills as technical and general skills and estimate the demand and the value
offered for big data skills. We find that 11.05% of job ads require big data technical
skills, and organizations are willing to pay higher wages for labor with big data
technical skills. The Scientific Research and Technology Services industry is willing
to pay the highest value for big data technical skills. In all industries, the average
posted wages of the job ads that require big data technical skills are higher than
those that do not require big data technical skills, and the industries that have higher
demands for big data technical skills are also providing higher posted wages in job
ads that do not require big data technical skills.

Keywords Big data · Skill sets · Job advertisements

1 Introduction

During the past decade, all industries and public institutions have been producing
new data at an unprecedented rate [1], which drives the evolution of big data. The
definition of big data changes with the increase of data generated, from the earliest
‘very large collections of data’ [2, 3] to the widely used 3 V definition in 2001 [4],
which refers to the characteristics in Volume (large volume of data), Variety (various
types and sources of data), and Velocity (data quickly generated) of data, finally to
today’s 5 V—add Veracity (quality of data) and Value (value in the data) [5, 6], and
the development of big data has reshaped the work content of many industries and
created emerging new jobs [7]. Organizations have seen the potential of big data
to improve productivity and decision-making effectiveness [8]. Thus, the demand
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for labor with big data skills is distributed in many industries. More and more jobs
require big data skills, which leads to changes in the demand for labor skills. Despite
the high demand, skilled labor is still short in supply [9, 10]. Therefore, organizations
are willing to provide higher wages to attract talents with big data skills. However,
there is minimum empirical evidence of the demand for big data skills and how
much value organizations are willing to pay for the skills. This problem is becoming
increasingly important since cultivating big data talents and digitalizing industries
require understanding the current situation.

Therefore, this paper aims to enrich the fast-growing stream of studies that explore
the impact of big data skills on the labor market. By analyzing job ads from one of
the largest online job sites in China, we first develop a skill list for big data and
provide some key facts about the demand for big data skills. We also explore the
value organizations are willing to pay for big data skills at the whole market and
industry levels.

This paper proceeds as follows. Section 2 reviews the previous literature
concerning the definitions of big data skills. Section 3.1 describes our data, our
definition of big data skills, and shows the summary statistics of the demand for
big data skills in China. Section 3.2 represents the method used to explore the value
organizations are willing to pay for big data skills. Section 4 provides evidence of
the value offered for big data skills in the overall Chinese economy and various
industries. Section 5 draws conclusions.

2 Skills

Most previous literature on big data skills [11–13] pays minimum attention to clar-
ifying definitions of big data skills and explaining the source of demands for skills.
Therefore, in this section, we review how the evolution of big data results in today’s
skill demands and clarify definitions of big data skills.

Today’s big data is more about the ability to search, integrate, and extract value
from large datasets than simply a concept [14]. Besides techniques and knowledge
to deal with data, other widely required general skills are also essential for big
data professionals to understand data and extract value from it accurately and work
efficiently [11, 12, 15, 16]. Based on this, we divide the big data skills into:

(1) Technical Skills: the practices and IT toolswidely used to generate value frombig
data, typically for professional fields including data analysis, business analysis,
business intelligence, and data science.

(2) General Skills: personal traits and abilities broadly required by most occupa-
tions across the labor market. These traits and abilities improve interpersonal
interaction efficiency and work performance.
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2.1 Technical Skills

The evolution of big data has experienced fourmain stages [17, 18].We attribute each
skill field to the stage inwhich it growsmost significantly to explain comprehensively.

Big Data 1.0 (1951–1996). Driven by the Digital Avalanche [19] and the World
Wide Web [17], organizations began to use computers to collect and store data [20]
to support operation and transaction information systems [17]. This developed the
skills of:

1. Database. Use database languages to input, store, query, maintain, and analyze
data to establish databases shared between departments and computer systems
[21].

2. Data Warehouse. Use data warehouses to collect and clean transactional data,
integrate data of different structures, and store and analyze historical data [22]
to help online analysis and decision-making [23].

3. Data Collection. Find the appropriate data sources and bring data into the right
environment for use [23], such as usingSupervisoryControl andDataAcquisition
(SCADA) system to monitor industrial processes [24].

Big Data 2.0 (1997–2004). Web 1.0 motivated online commerce firms to analyze
online user activities [25, 26], which combined with advances in graphics hardware
[27] to develop data analysis and visualization. However, abuse of user data evoked
the challenge of data security and privacy management [28–30]. This developed
skills of:

4. Data Analysis and Visualization. Transform data into visual form and make data
become understandable information to gain insight and knowledge [31].

5. Management of Data Security and Privacy. Prevent intentional inappropriate use
of data, such as by completely anonymizing datasets to avoid privacy disclosure
caused by personal identification [32].

Big Data 3.0 (2004–2015). The increase in user-generated content brought by Web
2.0 [17] drove the application of machine learning methods based on cloud services
[25]. More and more organizations established large data centers and adopted top
tier network technologies [33]. Distributed computing tools that are still popular in
2022, such as MapReduce [34] and Hadoop [35], emerged. Various cloud services
were launched and widely used [36]. This developed the skills of:

6. Distributed Computing. Use related programming frameworks, packages, and
other tools to serve the distributed system, a group of independently operating
computing nodes that can interact with one another to complete a shared work
[37, 38].

7. Cloud Computing.Use or construct a cloud for shared computing resources such
as networks and servers [39] to accomplish work.

Big Data 4.0 (2015–). Internet of Things propelled using cloud and real-time stream
data analysis to discover patternswhen generating data [17] and allowed the extensive
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application of operational monitoring [17] and predictive analysis based on artificial
intelligence and machine learning [3], which reinforced the need for the accuracy
and reliability of the data collected [40]. This developed the skills of:

8. Artificial Intelligence and Machine Learning.Use external information to iden-
tify potential patterns by relying on machine learning [41]. Machine learning
is a subset of Artificial Intelligence, which makes programs learn from data to
improve algorithm automatically [42].

9. Data Integration. Merge disparate datasets with different syntaxes, schemas,
and semantics to find model-establishment predictors [42, 43].

10. Data Accuracy and Integrity Management. Check and ensure the accuracy and
integrity of data, such as deleting records with insignificant errors or outliers
and looking for obvious defects in data and eliminating them [23].

The ten areas of skills introduced above are consistent with previous works
concerning big data skills [11–13], except we try to avoid including programming
to distinguish skills particularly for big data and unrelated IT skills.

2.2 General Skills

General skills, such as skills for communication with stakeholders, are personal traits
that enhance interpersonal interactions and working performance [44]. On the one
hand, previous literature shows that with the increase in demand for higher skills
for labor, the focus of work is shifting toward general skills, and general skills are
improved due to the existence of technical skills [45]. On the other hand, because
technical skills evolve over time and gradually become obsolete [46],most employers
require their employees to have general skills [11] to use technical skills better, to
flexibly use general skills to adapt to different combinations of tasks [45], and to use
general skills to replace fade technical skills [45] to contribute to the organization
continuously [47].

Recent studies have proposed more specific arguments regarding how combining
big data technical and general skills shapes the demand for general skills. Data
analysts must know not only about data analysis and statistics but also about ethical
and human behavior, business and organizational strategies, and how to understand
and communicate with others regarding the insights extracted from data [48]. Since
collaborating applications are increasingly used in the cloud [49] and the main task
for database designing is to reflect demand from the physical world to data models
[50], data engineers are required to have good cognitive and social skills to understand
and analyze the need of end-users so that they can establish an effective database.
Similarly, communication skills are essential for data scientists [8] and business
analysts. A survey of employers in Malaysia finds that because researchers in orga-
nizations failed to understand and pay attention to the needs of data scientists, data
scientists had to spend more time explaining their work than doing it, which results
in the demand for literacy skills for data scientists [46]. Similarly, business analysts’
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primary work is transforming relevant insights into actual business impacts [51],
which requires communication skills. Efficient data scientists also need a positive
working attitude and strong executive ability to win people’s hearts and promote
effective interaction within the team [46].

Recent studies on big data skills provide evidence for the demand for general skills
from various countries. Job ads containing the keyword ‘big data’ on Dice.com,
an US job site, have been studied, which shows that communication, reporting,
responsibility, and leadership are hot big data skills [51]. Vacancy ads in Canada,
Australia, and theUSA fromMonster.com [13] are analyzed, which provide evidence
that agile, planning, management, and consultancy as part of big data skills are
popular in the labor market. As one of the first batches of papers in China that study
big data skills and provide evidence on the salary of jobs with big data skills in China,
our work enriches the existing studies in other countries that focus on big data skills.

Based on the above discussion, the general skills related to big data can be summa-
rized in the following aspects: (1) cognitive, (2) social, (3) attitude, (4) literacy, and
(5) executive. We propose our definition of big data skills in Sect. 3.1.

3 Data and Method

3.1 Data

Job vacancies on 51Job.com are our initial data source. We collect approximately
4.7 million job postings without duplicated ads. The specific dates of data collection
are February 7, February 21, March 28, April 25, May 23, June 20, July 11, July
20, August 8, and August 22, 2022. The data incorporate detailed information about
the job, such as job titles, requirements of education and experience, posted dates,
posted wages, relevant details of firms including the name, the location, the industry,
and job descriptions. We apply word segmentation through Python to separate words
in the job descriptions, which assists our estimates of the demand for big data skills.
The following subsections clarify how we define big data skills.

Technical Skills and General Skills of Big Data. Based on previous literature,
we propose our definition of big data skills in Table 1. We divide big data skills
into two major skills: technical skills and general skills. As discussed in Sect. 2,
technical skills and general skills complement each other. Technical skills enhance
the demand for general skills, and general skills smooth the effective utilization of
technical skills.
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Table 1 Definition and examples of keywords of big data skills

Definitions Examples of
keywords (in
Chinese)

Technical skills

1. Data collection Ability to find appropriate data sources and bring data
into the right environment for use

提供数据,数据来
源,数据录入,
SCADA,爬虫…

2. Data integration Ability to bring the data into the appropriate
environment for analysis, such as using technologies
related to data communication, transmission, and
cleaning

ETL, Datastage,
数据结构, Kettle,
Web-Service
Cognos,数据通
讯…

3. Data analysis
and visualization

Abilities to analyze and visualize data to generate
value and smooth communication of findings from
data

数据处理,数据管
理,大数据,数据
分析…

4. Artificial
Intelligence and
machine learning

Ability to use IT technologies for Artificial
Intelligence and machine learning to help analyze
data deeply and extract value from data

Mahout, MLlib,
automation,人工
智能, AI,机器学
习,数智化…

5. Management of
database and data
warehouse

Ability to develop, use, and maintain database
management systems and use IT technologies for data
warehouses

database,数据库,
数据中心,数据仓
库,数据库系统,
关系数据库…

6. Management of
data accuracy and
integrity

Ability to check and ensure the accuracy and integrity
of data

测试数据,保证数
据,数据完整性…

7. Management of
data security and
privacy

Abilities to ensure the safety and privacy of data users
and data sources

数据安全,数据备
份,信息安全…

8. Distributed
computing

Ability to use IT technologies typically for supporting
distributed computing

MapReduce,
Zookeeper,
Hadoop, YARN,
Pig…

9. Cloud Ability to use or construct cloud services to improve
business capabilities and reduce data processing costs

Azure, AWS,
Cloud, Vmware,
OpenStack…

General skills

1. Cognitive Abilities to (1) create and develop original ideas or
products, (2) overcome stress, (3) be careful and do
tasks scrupulously

洞察力,理解力,
理解能力,领悟力,
悟性…

2. Social Ability to understand and communicate with others to
build harmonious interpersonal relationships

协同工作,协作关
系,协作性,公关
能力…

3. Attitude Personalities of being (1) honest, (2) enthusiastic
about work, (3) humble, and (4) responsible

积极主动,主动,
主动性,干劲,积
极进取…

(continued)



The Demand for Big Data Skills in China 717

Table 1 (continued)

Definitions Examples of
keywords (in
Chinese)

4. Literacy Abilities to speak and write 口齿清楚,口语…

5. Executive Ability to react to changing working conditions, solve
problems, and make decisions quickly and effectively

计划性,整体规
划,周到,能干,实
践性,实战…

We set nineminor technical skills and fiveminor general skills, which collectively
reflect the skills we discussed in Sect. 2. Keywords from job postings are distilled
and classified into each minor category. Our keywords include three types of words:

1. Practices. Practices to extract benefits from big data, such as ‘providing data (‘
提供数据’ in Chinese),’ which is included in ‘Data collection’ skills because it
concerns getting data ready for future use.

2. Concepts. Concepts related to that skill, such as ‘data source’ (‘数据来源’ in
Chinese), which is classified into ‘Data Collection’ skills.

3. IT Techniques. We match information techniques with skill categories based on
the typical objectives that people use these techniques for. For techniques that can
serve multiple objectives, we match them with the skill categories for which the
techniques are developed. For instance, we include ‘MapReduce’ in ‘Distributed
Computing’ because MapReduce is a programming model developed with the
goal of realizing distributed algorithms effectively [52], despite MapReduce is
also used for other functions such as machine learning and data visualization
[53].

Since we only include the most popular words and phrases that describe prac-
tices, concepts, and techniques required in job ads, this list of keywords does not
provide comprehensive skills. Other practices, concepts, and techniques may also be
important but not included since they are not the most popular in our sample.

Demand for Big Data Skills. To estimate the requirement of big data skills in each
posting, we use Python to detect whether a job posting requires at least one keyword
of big data skills as listed in Table 1. For example, if ‘MySQL, database’ appears in
the job description of a job ad, the technical skill of this job ad is tagged as one (we
only detect whether one ad requires a specific skill rather than the extent it requires).
Table 2 provides the summary statistics of big data skills, where 11.05% of job ads
require technical skills, 31.78% of job ads require cognitive skills in general skills,
and 15.82% of job ads require social skills in general skills.

Overview. We match small classes of occupations, locations, and industries in the
postings to occupations in the Standard Occupation Classification (SOC), cities at
prefecture level and above, and Chinese Industrial Classification, respectively. Table
2 shows summary statistics of our dataset. We match the data to 21 industrial classi-
fications, 297 cities at the prefecture level or above, and 85 SOC minor occupations.
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Table 2 Summary statistics
Mean

Big data skills

Technical 0.1105

General – Cognitive 0.3178

General – Social 0.1582

General – Attitude 0.3507

General – Literacy 0.0464

General – Executive 0.3389

Experience 2.1883

Education 3.7004

Posted wage (in thousands, RMB) 8.5755

Number of SOC major occupations 22

Number of SOC minor occupations 85

Number of cities at prefecture level and
above

297

Number of industrial classifications 21

Number of occupation-city cells 17,752

Number of postings, total 4,606,602

The average posted monthly wage is 8.58 thousand RMB. Zero is filled out if no
experience or education requirements are specified in the posting. Experience ranges
from zero to ten years. Education ranges from one to seven, representing different
education levels.1 We aggregate our data into 17,752 occupation-city cells as obser-
vations. The percentage of skill demand, the average experience and education, as
well as the average posted wages within each occupation-city cell are measured to
represent its requirements on the skills, experience, and education, as well as the
average wages it offers.

3.2 Method

Big Data Skills Across Various Industries. As shown in Table 3, we calculate the
percentage of postings requiring technical skills in each industry and rank industries
in descending order. We present the top ten industries with the highest demand in
Table 3 to show the distribution of demands in industries with the highest demand.
Consistent with what is expected, the Software and IT Services industry shows the
highest demand for big data technical skills, which reaches 23.32%. In the Scientific

1 Education level: Not mentioned/required—0; Junior middle school and below—1; Technical
secondary school—2; Senior middle school—3; Junior college—4; Bachelor’s degree—5;Master’s
degree—6; Doctor’s degree—7.
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Research and Technology Services industry, 13.44% of postings require technical
skills, followed by Wholesale and Retail, Synthesis, Public Administration, Social
Security, and Social Organizations, whose demands are all around 10%.

Moreover, the average posted wage in all postings, the average posted wage in
postings with technical skills requirement, and the average posted wage in postings
without technical skills requirement in each industry are measured. The result mani-
fests that industries with higher demand for the technical skills usually offer higher
posted wages on average. Also, even within each industry, the average posted wage
is higher for postings requiring technical skills than that for other postings. In the
next section, we illustrate our regression model to explore the relationship between
demands for big data skills and posted wages.

Regression Model. This paper explores whether the demand for big data skills
impacts the posted wage. The regression model is established as follows:

log(Wage)oc = α + β1BigDataoc + β2Expoc + β3Eduoc + Controls+ εoc (1)

where log(Wage)oc represents the log of the average monthly wage for an occupation
o in a city c, andwe regress it on the average requirement of big data skills

(
BigDataoc

)

in the occupation-city cells. We control for the average years of experience as well as
the average level of education requirements in the cells. Controls of occupation, city,
and industry are added in succession. All regressions are weighted by the number of
job postings in each occupation-city cell.

Table 3 Demand for technical skill of big data by industries

Industry Tech.
skills
(%)

Avg.
wage

Avg.
wage—tech.
skills

Avg.
wage—non-tech.
skills

Software and IT Services 0.2332 9.4758 11.3245 8.9136

Scientific Research and Technology
Services

0.1344 9.5825 12.0676 9.1967

Wholesale and Retail 0.1077 7.2752 8.1776 7.1664

Synthesis 0.1066 8.9317 10.1312 8.7886

Public Administration, Social
Security, and Social Organizations

0.1039 9.5506 11.3554 9.3413

Financial 0.0978 10.1707 11.6045 10.0153

Manufacturing 0.0964 8.5616 10.1563 8.3915

Electricity, Heat, Gas, and Water
Production and Supply

0.0899 8.0520 10.0363 7.8559

Health and Social Work 0.0860 8.5466 9.5925 8.4481

Culture, Sports, and Entertainment 0.0856 7.3294 8.4909 7.2207
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4 Results

4.1 Skill Requirements of Big Data and Posted Wages

Table 4 shows the regression results of Eq. (1) on our dataset. Column 1 indicates
a model that incorporates the estimates of technical and general skills of big data,
experience, and education variables. The coefficients of these variables are all statis-
tically significant at the less than 1% level. The result shows that a 10% increase in
the percentage of technical skill demands leads to an approximately 4.93% increase
in the postedwage. In addition, the average postedwage rises by 3.44% if the require-
ments of education increase by one level and rises by 15.12% if the requirements of
experience increase one more year.

Columns 2, 3, and 4 show the regression results with a set of controls: fixed
effects of SOCminor occupations and cities at the prefectural level and above and the

Table 4 Average wages and skill requirements of big data

Dependent variable: log mean wage

(1) (2) (3) (4)

Technical 0.4925*** 1.0316*** 0.2808*** 0.2224***

(0.009) (0.039) (0.031) (0.032)

Cognitive 0.2483*** 0.4703*** 0.0899*** 0.1090***

(0.018) (0.022) (0.018) (0.018)

Social 0.4078*** 0.0511 0.0328 0.0158

(0.035) (0.032) (0.025) (0.025)

Attitude 0.1492*** 0.1823*** −0.2033*** − 0.1985***

(0.022) (0.021) (0.017) (0.017)

Literacy − 0.7848*** 0.7919*** 0.1151*** 0.0776*

(0.057) (0.056) (0.043) (0.043)

Executive 0.3978*** 0.1886*** 0.0626** 0.0741***

(0.042) (0.036) (0.028) (0.028)

Experience 0.1512*** 0.1546*** 0.0715*** 0.0837***

(0.002) (0.004) (0.003) (0.003)

Education 0.0344*** 0.1028*** 0.0087** 0.0107**

(0.002) (0.004) (0.004) (0.004)

Occupation FE X X X

City FE X X

Industry FE X

Occupation-City cells 17,752 17,752 17,752 17,752

R2 0.514 0.774 0.878 0.883

Adj. R2 0.513 0.773 0.875 0.880
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percentage of ads across different industrial classifications. These control variables
are added to account for some factors that may influence the relationship between
the requirement of big data skills and the posted wages. First, the posted wages
are usually higher in cities with better economic growth though there is not much
difference in the skill requirements. Second, for occupations and industries highly
related to big data, some relevant skillsmay be taken for granted and notmentioned in
the job descriptions. While adding these controls, the coefficient of big data skills is
still statistically significant at the less than 1% level but slightly decreases to 0.2224.

The results in Table 4 reveal that the requirement of big data skills has strong
explanatory power to the posted wage. Job ads that require big data skills tend
to provide higher posted wages. Besides, results with control variables show that
the positive impact of big data skills on the posted wages is not confined to high-
tech occupations such as computer or mathematical jobs, well-developed regions, or
prosperous industries.

4.2 Skill Requirements and Posted Wages Across Industries
with Top Six Technical Skills Share

To further explore whether the differences in posted wages across industries are due
to the skill requirements, we regress the demand for big data skills on the average
posted wage of occupation-city cells across industries with the top six technical skill
shares in Table 5. Experience, education, occupation, and city fix effects are also
controlled. The results are shown in Table 5.

Column 1 reveals that in the Software and IT Services industry, a 10% increase
in the percentage of technical skill requirements can add 0.505% to the average
postedwages.Moreover, the industry of ScientificResearch andTechnologyServices
(column 2) provides the highest increase in the posted wage for the technical skills of
big data. However, in the Synthesis industry, the coefficient of technical skill is not
statistically significant, while general skills of cognitive and social are statistically
significant at the 1% level and associated with 0.744% and 0.669% growth in the
average posted wage, respectively, if 10% augmenting in their demand.
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5 Conclusion

In this paper, we use online job ads that include detailed job descriptions and wages
to explore the demand for big data skills and the value organizations offer for these
skills to show the impact of big data on the overall Chinese economy and various
industries. We define big data skills and develop a list of the most frequently required
skill keywords in job descriptions to show demands for big data skills in the labor
market.

Our statistics show an 11.05% demand for technical skills, 31.78% demand for
cognitive skills, and 15.82% demand for social skills in job ads at the level of the
overall Chinese economy, suggesting that, on average, about one of each nine online
job ads posted by organizations requires technical skills, which is relatively high.
Social and cognitive skills are more popular than technical skills, indicating that,
as general skills, they complement technical skills. The highest demand is in the
Software and IT Services industry (23.32%), followed by the Scientific Research and
Technology Services industry, implying that these industries rely more on big data
skills. Further, our analysis of the average postedwage across industries indicates that
organizations are offering higher wages for big data technical skills and the demand
for technical skills results in higher average industry wages. Finally, at the overall
market level, we find a posted wage increase of 4.93% for a 10% level increase in
the demand for big data technical skills, and wage increases appear in both high-
tech and low-tech occupations, indicating that employers offer a significant value
for big data technical skills in a broad range of occupations and industries. The
Scientific Research and Technology Services industry provides the highest value for
big data technical skills, implying that the value of big data technical skills may rest
in combining it with science.

Overall, our work enriches the literature studying the demand and value for big
data skills in the labor market and fills the gap regarding the definition of big data
skills and the source of the demand for big data skills. First, our work provides a clear
definition of big data skills and reviews the sources of the demand for these skills.
Second, our work shows a great demand for workers with big data skills, which
provides further evidence for the global trend of transforming into a more data-
driven era [54]. Third, by showing strong evidence that big data skills are considered
valuable by employers, our work shows the potential return of big data from the
perspective of employees.

However, as this paper is one of the first pieces of empirical evidence regarding
the demand and value of big data skills, we may omit other factors impacting how
big data shapes the demand for other skills. For instance, attitude in the general skills
may be of high value but is often assumed by employers that the employee must
have regardless of the wage offered, which may result in undiscovered patterns in
the results. Future researchers may include other factors in their analysis to provide
a more comprehensive examination. Additionally, the dynamic demand for big data
skills over time is also worth studying. We leave these works for future researchers.
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Set-Membership Filtering for 2-D
Systems with State Constraints Under
the FlexRay Protocol

Meiyu Li and Jinling Liang

Abstract The states of some practical dynamical systems meet certain constraints,
which have to be considered when estimating the corresponding states. This chapter
studies the issue of set-membership filtering (SMF) with a state-constrained two-
dimensional system. The signal transmission is adjusted using the FlexRay protocol
to lessen communication burden and increase data scheduling flexibility.We propose
a recursive algorithm, utilizing the set-membership technique and induction, for
finding a set of optimal ellipsoids containing the actual states at every position in the
presence of state equality constraint, the FlexRay protocol, and non-Gaussian noises.
Numerical results illustrate effectiveness of the proposed state equality-constrained
SMF design scheme.

Keywords Two-dimensional systems · Set-membership filtering · State
constraint · FlexRay protocol

1 Introduction

The advancement of modern industry, as well as the demand for multivariable anal-
ysis, has heightened interest in two-dimensional (2-D) systems with state variables
propagated in two separate orientations. A special property of 2-Dmodels is two-way
propagation, as opposed to the typical one-dimensional (1-D) models that develop
unidirectionally. In the pioneering works [1], this property has been exploited based
on the Roesser model to investigate the multi-dimensional iterative circuits and the
linear image processing. Subsequently, as a more extensive model, the classical
first-type and second-type Fornasini-Marchesini models are proposed and their state
space implementation theories are established [2]. Based on them, the research on
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2-D systems has developed vigorously in recent decades. As of now, a large num-
ber of research accomplishments have been made for 2-D systems in the areas of
industrial control, images filtering, communication fault detection, and so on [3–5].

Filtering is an important measure for suppressing interference because it would
remove various interferential signals from contaminated measurement informa-
tion. Thereinto, set-membership filtering (SMF) has gained an increasing aca-
demic/industrial interest because it is dependent merely on the information of the
hard boundaries of the system states and the external disturbances (i.e., the process
and measurement disturbances). The SMF aims to locate an area in the state space
where the unknown-but-actual state vectors belong to. As a result, rather than provid-
ing the most viable state in which certain optimality such as the Kalman filtering or
the H∞ filtering, the SMF issue tries to identify the smallest feasible state estimation
set. To date, majority of the SMF researches are concentrated on 1-D systems, and
the recent interesting ones can be found in [6, 7].While besides the pioneering works
are given in [8, 9], the relating SMF results for 2-D systems are relatively lacking,
which is just the major research motivation of this work.

In some practical systems, the system variables need to meet certain special con-
straints, which include, but are not limited to, the basic laws of physics, the kinematic
or geometric factors of the systems, and themathematical descriptions of certain state
vectors. Their engineering applications include ground target tracking (e.g., traffic
rules, physical road network constraints), maritime navigation (e.g., coastline), etc.
[10]. These applications further infer that reasonable processing/utilization of these
constraints information, which usually can be modeled as equality (or inequality)
constraints, would improve the estimation accuracy. For some recent relating devel-
opments, one might refer to [11, 12]. As far as the authors know, the SMF under state
constraint for 2-D systems has not been explored, which is the second motivation for
this present paper.

On the other hand, with the advancement of network technology in recent years,
more and more systems tend to be networked. Frequent data transmission will
unavoidably result in different types of networked phenomena such as network con-
gestion and delays because of the limited bandwidth of the communication channels
[13–16]. Data congestion is one of them that significantly affects how well the net-
worked complex systems being handled perform. Introducing communication pro-
tocols is a practical technique to reduce this issue. The FlexRay protocol (FRP), a
mixed data transmission, combines the benefits of time-triggered and event-triggered
mechanisms and can flexibly select the data transfer modes in predefined time win-
dows. This protocol’s primary objective is to address the present high bandwidth,
dependability, and certainty requirements, which has been successfully applied in
many practical industrial fields [17–19]. It is notable that for the SMF of 2-D sys-
tems, the corresponding findings are scattered (if not none), let alone taking the state
equality constraints into account simultaneously.

Inspired from the above analysis, this paper is devoted to studying the SMF prob-
lem for 2-D systemswith state constraints under FRP. Based on the inductivemethod,
the existence condition is obtained for designing an appropriate set-membership fil-
ter, and then an effective algorithm is proposed for obtaining the optimal ellipsoids
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containing the states of the original 2-D system. This chapter’s primary contributions
are: (1) investigating a kind of state-restricted 2-D systems’ SMF issue under the FRP;
(2) designing a recursive filter with expected filtering performance; (3) proposing a
recursive algorithm that can be implemented online to obtain the optimized ellipsoids
containing the real states of the addressed 2-D system.

2 Problem Formulation

Consider the 2-D system shown below:

{
x j+1,k+1 = A(1)

j+1,k x j+1,k + A(2)
j,k+1x j,k+1 + B(1)

j+1,kω j+1,k + B(2)
j,k+1ω j,k+1

y j,k = C j,k x j,k + D j,kv j,k,
(1)

where j, k ∈ IN (IN := {0, 1, . . .}), x j,k ∈ IRnx and y j,k ∈ IRny are the state vector and
the ideal output, respectively. A(1)

j,k, A(2)
j,k, B(1)

j,k , B(2)
j+1,k, C j,k , and D j,k are known shift-

varying matrices. ω j,k ∈ IRnω and v j,k ∈ IRnv are the unknown external disturbances
satisfying

ωT
j,k W −1

j,k ω j,k ≤ 1, vT
j,k V −1

j,k v j,k ≤ 1 (2)

with matrices W j,k > 0 and Vj,k > 0. In addition, suppose that x j,k is required to
satisfy the following equality constraint:

Sj,k x j,k = s j,k, (3)

where matrix Sj,k and vector s j,k ∈ IRns are known with 1 ≤ ns ≤ nx . The initial
conditions with regard to (1) are x j,k = c j,k when j = 0, k ∈ �0, κ1�; x j,k = d j,k

when j ∈ �0, κ2�, k = 0; and x j,k = 0 otherwise; where �0, κ1� indicates the set
{0, 1, . . . , κ1}, c j,k and d j,k are known vectors satisfying c0,0 = d0,0.

In this paper, the output signals are transmitted to the filter via a communal
network. In order to effectively reduce the network load, a hybrid communication
protocol (i.e., a FRP) is utilized. As is well known, the FRP is a hybrid protocol which
consists of a static segment where the periodically transmitted messages are critical
to time and a dynamic segment, where the sporadically transmitted messages are
triggered by events. Just as in [17, 19], we implement the round-robin protocol (RRP)
and the try-once-discard protocol (TODP) in the static and the dynamic scheduling
parts of the FlexRay protocol, respectively.

Specifically, the ny sensors measuring each entry of the output are labeled by
1, 2, . . . , ny , which are divided into two parts, the first � (� ≥ 1) belongs to set
S1 := {1, 2, . . . , �} and the remaining belongs to set S2 := {� + 1, � + 2, . . . , ny}.
Without sacrificing generality and taking into account the various real-time needs,
imagine the nodes that are part of S1 adopting the RRP and the rest belonging to S2
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being scheduled by the TODP. Next, detail descriptions of the transmission rules as
below.

• RRP:
ξ j,k = mod( j + k − 1, �) + 1 (4)

where ξ j,k ∈ S1 represents the index of the sensor node which is chosen the right to
transmit its measurement through the shared channels at instant ( j, k).

• TODP:
σ j,k = arg max

l=�+1,...,ny

{ỹ(l)
j,kΩl ỹ(l)∗

j,k } (5)

where σ j,k ∈ S2 denotes the mode index that has permission to use the communal
network at point ( j, k), ỹ(l)

j,k = y(l)
j,k − y(l)∗

j,k with y(l)
j,k being the l-th entry in vector

y j,k , y(l)∗
j,k being the last signal transmitted by node l before instant ( j, k), and Ωl

(l ∈ S2) are given positive weighting coefficients.

Remark 1 The order of the double indices is defined as : ∀ j1, k1, j2, k2 ∈ IN,

( j1, k1) < ( j2, k2) ⇔ ( j1, k1) ∈ {( j, k) ∈ IN × IN | j = j2, k1 < k2}
∪{( j, k) ∈ IN × IN | j1 < j2}.

For convenience of expression, we denote the column vector y[1]
j,k composed of

the first � components of y j,k and that the rest ny − � terms constitute y[2]
j,k ∈ IRny−�.

The following network transmission, ȳ j,k represents the actual received output data,
in which ȳ[1]

j,k and ȳ[2]
j,k represent the relevant parts scheduled by the abovementioned

two different protocols, respectively. Combining the idea of zero-order hold with the
characteristic of the FRP. It is noteworthy that ȳ[1]

j,k and ȳ[2]
j,k are set as 0 when k < 0.

Then, the real output ȳ j,k transmitted to the filter is represented as

ȳ j,k = I1 ȳ[1]
j,k + I2 ȳ[2]

j,k

= I1Φ1(ξ j,k)(C
[1]
j,k x j,k + D[1]

j,kv j,k) + I1(I − Φ1(ξ j,k))ȳ[1]
j,k−1

+I2Φ2(σ ( j, k))(C [2]
j,k x j,k + D[2]

j,kv j,k) + I2(I − Φ2(σ j,k))ȳ[2]
j,k−1 (6)

where Φ1(ξ j,k) = diag1≤s≤�
{δ(s − ξ j,k)}, Φ2(σ j,k) = diag

�+1≤t≤ny
{δ(t − σ j,k)},

C [1]
j,k = col1≤s≤�{C (s)

j,k}, C [2]
j,k = col�+1≤t≤ny {C (t)

j,k}, D[1]
j,k = col1≤s≤�{D(s)

j,k}, D[2]
j,k =

col�+1≤t≤ny {D(t)
j,k}, I1 := [I�, 0�×(ny−�)]T , I2 := [0(ny−�)×�, Iny−�]T ; in which I�

is the �-dimensional identity matrix, 0�×(ny−�) means the � × (ny − �) dimen-

sional zero matrix, C (l)
j,k and D(l)

j,k with l = 1, 2, . . . , ny are the l-th row vectors

of matrices C j,k and D j,k , respectively. Denote x̄ j,k = [xT
j,k, (ȳ[1]

j,k−1)
T , (ȳ[2]

j,k)
T ]T and

ω̄ j,k = [ωT
j,k, v

T
j,k]T , then the 2-D system (1) with FRP can be expressed as
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x̄ j,k = Ā(1)
j,k−1 x̄ j,k−1 + Ā(2)

j−1,k x̄ j−1,k + B̄(1)
j,k−1ω̄ j,k−1 + B̄(2)

j−1,kω̄ j−1,k

ȳ j,k = C̄ j,k x̄ j,k + D̄ j,kω̄ j,k, i, j ∈ IN+ (7)

where Ā(2)
j,k = diag{A(2)

j,k, 0, 0}, D̄ j,k = [0, I1Φ1(ξ j,k)D[1]
j,k + I2Φ2(σ j,k)D[2]

j,k],

Ā(1)
j,k =

⎡
⎢⎣

A(1)
j,k 0 0

Φ1(ξ j,k)C
[1]
j,k I − Φ1(ξ j,k) 0

Φ2(σ j,k)C
[2]
j,k 0 I − Φ2(σ j,k)

⎤
⎥⎦ ,

B̄(1)
j,k =

⎡
⎣ B(1)

j,k 0
0 Φ1(ξ j,k)D[1]

j,k

0 0

⎤
⎦ , B̄(2)

j,k =
⎡
⎣ B(2)

j,k 0
0 0
0 Φ2(σ j,k)D[2]

j,k

⎤
⎦ ,

C̄ j,k = [I1Φ1(ξ j,k)C
[1]
j,k + I2Φ2(σ j,k)C

[2]
j,k,

I1(I − Φ1(ξ j,k)), I2(I − Φ2(σ ( j, k)))].

For system (7), we construct the following recursive filter:

x̂ j,k = Ā(1)
j,k−1 x̂ j,k−1 + Ā(2)

j−1,k x̂ j−1,k + K (1)
j,k−1[ȳ j,k−1 − C̄ j,k−1 x̂ j,k−1]

+K (2)
j−1,k[ȳ j−1,k − C̄ j−1,k x̂ j−1,k], i, j ∈ IN+ (8)

where j, k ∈ IN+ := IN\{0}, x̂ j,k ∈ IRnx +ny is an estimate of x̄ j,k , matrices K (1)
j,k and

K (2)
j,k are the filter gains to be solved. Set x̂ j,0 = u j,k , x̂0,k = g j,k for j, k ∈ IN with

u0,0 = g0,0 as the initial states of filter (8).We denote e j,k = x̄ j,k − x̂ j,k as the filtering
error.

Assumption 1 The filtering error system’s initial boundary states satisfy

eT
j,0R−1

j,0e j,0 ≤ 1, eT
0,k R−1

0,ke0,k ≤ 1

for any j, k ∈ IN, where matrices R j,0 > 0 and R0,k > 0 are known.

This chapter’s purpose is to determine a series of ellipsoids for the given measure-
ment information ȳ j,k , the unknown-but-bounded (UBB) disturbances ω j,k and v j,k ,
and the state constraint (3). To put this in another way, we are looking for a sequence
of matrices R j,k > 0, K (1)

j,k , and K (2)
j,k with j, k ∈ IN such that, under Assumption 1

the filtering error e j,k always satisfies

eT
j,k R−1

j,ke j,k ≤ 1, ∀ j, k ∈ IN (9)

subject to constraint (3). Then, to obtain an optimal ellipsoid, matrix R j,k is mini-
mized in the sense of trace at each point.
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3 Main Results

This section examines the SMF issue for the discrete shift-varying system (1) with
state constraint (3) under the FlexRay protocol. First, sufficient conditions are pre-
sented for calculating the state estimation ellipsoid. Then, by properly designing
the filter gains, a recursive algorithm is developed to minimize R j,k (in the sense of
trace). In order to proceed, the below helpful lemma is still required.

Lemma 1 ([20]) Let ψ ∈ IRq , P = PT ∈ IRq×q , and H ∈ IRp×q with rank(H) =
r < q. In such cases, the subsequent statements are parallel: 1) ψT Pψ ≤ 0 for
all ψ �= 0 satisfying Hψ = 0; 2) (H⊥)T P H⊥ ≤ 0; 3) ∃ ς ∈ IR s.t. P − ς H T H ≤
0; 4) ∃ E ∈ IRp×q s.t. P + E T H + H T E ≤ 0; where H⊥ is a right orthogonal
complement of matrix H.

Theorem 1 Consider the 2-D DSVS (1) with state constraint (3), the FRP given by
(4)–(5) and the corresponding shift-varying filter (8). Let the initial matrices R j,0 and
R0,k with j, k ∈ IN be given. The filtering error e j+1,k+1 always satisfies constraint
(9) for all j, k ∈ IN under Assumption 1 if there exist matrices R j+1,k+1 > 0, K (1)

j+1,k ,

K (2)
j,k+1, N j,k , scalars α

(r)
j,k (r = 1, 2, 3, 4) such that

[−R j+1,k+1 Ψ̃ j,k

Ψ̃ T
j,k −Ξ j,k

]
≤ 0 (10)

holds for all j, k ∈ IN, where

Ψ̃ j,k = [
0, Ψ̃ (2)

j,k , Ψ̃
(3)
j,k , Ψ̃

(4)
j,k , Ψ̃

(5)
j,k

]
, Ψ̃

(2)
j,k = (

Ā(1)
j+1,k − K (1)

j+1,kC̄ j+1,k
)
L j+1,k,

Ψ̃
(3)
j,k = (

Ā(2)
j,k+1 −(2)

j,k+1 C̄ j,k+1
)
L j,k+1, Ψ̃

(4)
j,k = B̄(1)

j+1,k − K (1)
j+1,k D̄ j+1,k,

Ψ̃
(5)
j,k = B̄(2)

j,k+1 − K (2)
j,k+1 D̄ j,k+1, Ξ j,k = Υ j,k − sym{N T

j,k(Π
(1)
j,k + Π

(2)
j,k )},

Υ j,k = Ψ (0) +
2∑

r=1

α
(r)
j,kΥ

(r) +
4∑

r=3

α
(r)
j,kΥ̃

(r)
j,k , Ψ (0) = diag{1, 0, 0, 0, 0},

Υ (1) = diag{−1, I, 0, 0, 0}, Υ (2) = diag{−1, 0, I, 0, 0},
Υ̃

(3)
j,k = diag{−2, 0, 0, Q−1

j+1,k, 0}, Υ̃
(4)
j,k = diag{−2, 0, 0, 0, Q−1

j,k+1},
Π

(1)
j,k = [S̄ j+1,k x̂ j+1,k − s j+1,k, S̄ j+1,k L j+1,k, 0, 0, 0],

Π
(2)
j,k = [S̄ j,k+1 x̂ j,k+1 − s j,k+1, 0, S̄ j,k+1L j,k+1, 0, 0],

in which sym{G} := G + GT , Q−1
j,k = diag{W −1

j,k , V −1
j,k }, S̄ j,k = [Sj,k, 0, 0], and

L( j, k) is the Cholesky factorisation of R j,k , that is, R j,k = L j,k LT
j,k .

Proof Firstly, according toAssumption1, for all ( j, k) ∈ {( j0, k0) : j0, k0 ∈ IN, j0 +
k0 = 1}, the filtering error obviously satisfies project object (9).
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From (7)–(8), the one-step-forward estimation error could be expressed as

e j+1,k+1 = Ā(1)
j+1,ke j+1,k + Ā(2)

j,k+1e j,k+1

+B̄(1)
j+1,kω̄ j+1,k + B̄(2)

j,k+1e j,k+1ω̄ j,k+1

−K (1)
j+1,k[C̄ j+1,ke j+1,k + D̄ j+1,kω̄( j + 1, k)]

−K (2)
j,k+1e j,k+1[C̄ j,k+1e j,k+1 + D̄ j,k+1ω̄ j,k+1]. (11)

Secondly, assume that e j+1,k and e j,k+1 satisfy the projective object (9). Then there
exist vectors z j+1,k and z j,k+1 satisfying ‖ z j+1,k ‖≤ 1 and ‖ z j,k+1 ‖≤ 1 such that

e j+1,k = L j+1,k z j+1,k, e j,k+1 = L j,k+1z j,k+1. (12)

Denoting ζ j,k := [1, zT
j+1,k, zT

j,k+1, ω̄
T
j+1,k, ω̄

T
j,k+1]T and taking (12) into account,

Equation (11) can be rewritten as

e j+1,k+1 = Ψ̃ j,kζ j,k . (13)

Then the constraint eT
j+1,k+1R−1

j+1,k+1e j+1,k+1 − 1 ≤ 0 can be expressed as

ζ T
j,k

(
Ψ̃ T

j,k R−1
j+1,k+1Ψ̃ j,k − Ψ (0)

)
ζ j,k ≤ 0. (14)

On the other hand, from the definition of ω̄ j,k and constraint (2) as well as equality
(12), the following constraint conditions can be derived:

{ ‖z j+1,k‖ ≤ 1, ω̄T
j+1,kdiag{W −1

j+1,k, V −1
j+1,k}ω̄ j+1,k ≤ 2

‖z j,k+1‖ ≤ 1, ω̄T
j,k+1diag{W −1

j,k+1, V −1
j,k+1}ω̄ j,k+1 ≤ 2

through ζ j,k which can be represented as

{
ζ T

j,kΥ
(1)ζ j,k ≤ 0, ζ T

j,kΥ̃
(3)
j,k ζ j,k ≤ 0

ζ T
j,kΥ

(2)ζ j,k ≤ 0, ζ T
j,kΥ̃

(4)
j,k ζ j,k ≤ 0.

(15)

With the S-procedure, the inequality (14) holds if scalars α
(r)
j,k > 0 (r = 1, 2, 3, 4)

exists to make the below inequality hold:

Ψ̃ T
j,k R−1

j+1,k+1Ψ̃ j,k − Υ j,k ≤ 0. (16)

Now, we further analyze the state constraint (3). From (3), we have

S̄ j+1,k x̂ j+1,k + S̄ j+1,k L j+1,k z j+1,k = s j+1,k

S̄ j,k+1 x̂ j,k+1 + S̄ j,k+1L j,k+1z j,k+1 = s j,k+1
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which can be rearranged as Π
(1)
j,k ζ j,k = 0, Π(2)

j,k ζ j,k = 0.
Using Lemma 1, it is known that inequality (16) holds if and only if there exists

N j,k such that

Ψ̃ T
j,k R−1

j+1,k+1Ψ̃ j,k − Υ j,k + sym{N T
j,k(Π

(1)
j,k + Π

(2)
j,k )} ≤ 0. (17)

By further utilizing the Schur complement, inequality (17) holds with the validity
of inequality (10). Thus, we have prove that if R j+1,k+1 satisfies the matrix inequality
(10), with x̂ j+1,k+1 being determined by (9), x̄ j+1,k+1 is located in its state-estimated
ellipsoid. The proof is completed.

Now, the following optimization problem is presented after establishing suffi-
cient conditions to ensure that all possible real states would enter these ellipsoids at
different shift-varying points.

Corollary 1 Consider the 2-D DVSS (1), state equation constraint (3), the FRP and
the shift-varying filter (8). If there exist matrices K (1)

j+1,k , K (2)
j,k+1, N j,k and positive

scalars α
(r)
j,k (r = 1, 2, 3, 4) for all j, k ∈ IN such that

min Tr{R j+1,k+1} (18)

subject to (10) is solved, then the filtering error e j+1,k+1 always remains in the
corresponding ellipsoid set that is minimized in the trace sense.

To check the achievability of the proposed SMF scheme, a SMF algorithm is
developed for the FRP-based 2-D system with state equality constraints.

Algorithm1Recursive SMF algorithm for FRP-based 2-D systemwith state equality
constraints
Step 1: Set h = 1 and the maximum step N ∈ {1, 2, . . .}, the initial parameters c j,k , d j,k , u j,k , g j,k ,
R j,0, R0,k satisfying Assumption 1 for j, k ∈ �0, N�.
Step 2: When j, k ∈ IN and j + k = h − 1, compute the shape matrix R j+1,k+1, the filter gains

K (1)
j+1,k , K (2)

j,k+1, matrix N j,k and the positive scalars α
(r)
j,k (r = 1, 2, 3, 4) by solving inequality(10)

and the optimization problem (18).
Step 3: Compute the matrix L j+1,k+1 and the state estimate x̂ j+1,k+1 by using (8).
Step 4: Set h = h + 1. If h ≤ N , return to Step 2. Otherwise, go to the next step.
Step 5: Stop.

4 An Illustrative Example

This section uses a simulation example to illustrate the usefulness of the proposed
filtering strategy. The system parameters of the 2-D system (1) are taken as
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A(1)
j,k =

⎡
⎢⎢⎣

0.5 0 0.3 0
−0.3 sin( j + k) −0.4 0 0.2

0 0.2 0.6 0
−0.2 0 0 0.5 sin( j + k)

⎤
⎥⎥⎦ , B(1)

j,k =

⎡
⎢⎢⎣

0.3
0.3 sin( j + k)

0
0.4

⎤
⎥⎥⎦

A(2)
j,k =

⎡
⎢⎢⎣
0.4 0 0.3 sin( j + k) 0.1
0 −0.3 0 0.2
0 0 0.4 sin( j + k) −0.2
0.2 0 0 0.5

⎤
⎥⎥⎦ , B(2)

j,k =

⎡
⎢⎢⎣

0.23
−0.16
0.2

0.32 cos( j)

⎤
⎥⎥⎦

C j,k = diag{0.3 sin( j + k), 0.3, 0.5 cos(k), 0.4}
D j,k = [

0.5 0.4 sin( j + k) 0 −0.3
]T

.

It is assumed that the external disturbances have the following values: ω j,k =
0.4 sin( j + k) and v j,k = 0.5 sin( j + k)with W j,k = 0.16 and Vj,k = 0.25 for j, k ∈
�0, 30�. The initial states are set as c j,k = (0.12 sin(k), 0.13 cos(k), 0.1, 0.2)T for
k ∈ �0, 30�,d j,k = (0.2 cos( j), 0.2 cos( j), 0.1, 0.12)T for j ∈ �0, 30�,u j,k = g j,k =
08×1 and R j,0 = R0,k = 0.2I for j, k ∈ �0, 30�. It can be checked that Assumption
1 holds.

In this example, we assume that the first twomeasurement entries are scheduled by
theRRPand the last twoare scheduledby theTODP, that is,� = 2.Take theweighting
coefficients Ω3 = 0.3 and Ω4 = 0.5 in the TODP. The system state constraint is
supposed to be [0 0 1 − √

3]x j,k = 0.
The optimization Algorithm 1 is operated by using the MATLAB software, and

the corresponding parameters can be obtained as follows (for space consideration,
only portion of them are listed here):

α
(1)
0,0 = 0.4434, α

(2)
1,2 = 0.1244, α

(3)
2,2 = 0.0675, α

(4)
2,3 = 0.0504,

K (1)
2,1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.5126 0 0 0.7891
0.6908 0 0 1.1076

−0.7126 0 0 −1.2053
−0.8988 0 0 0

1 0 0 0
0 1 0 0
0 0 0 0

0.7125 0 0 1.1878

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, K (1)
2,2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.5835 0 0 0.9056
0.4824 0 0 0.7922

−0.4757 0 0 −0.8095
−0.3674 0 0 −0.5882

1 0 0 0
0 1 0 0
0 0 0 0

0.3099 0 0 0.5157

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Based on the established recursive SMF algorithm for 2-D systems with state con-
straints under FRP, the filtering error e j+1,k+1 lies in the optimal ellipsoid whose
shape matrix is R j+1,k+1.
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5 Conclusion

This chapter has investigated the 2-D state-constrained system’s SMF issue. During
the transmission of the measurement output to the filter, the FRP has been used to
decrease the phenomenon of data congestion. Combined with the method of math-
ematical induction, a sufficient condition has been obtained that the system state is
always included in the state estimation ellipsoid at every position. A recursive algo-
rithm for determining the optimal ellipsoids is also presented. Finally, the simulation
results demonstrate the effectiveness of the proposed filtering strategy.
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Cloud-Based Simulation Model
for Agriculture Big Data in the Kingdom
of Bahrain

Mohammed Ghanim and Jaflah Alammary

Abstract TheKingdomofBahrain has recognized big data as a power for enhancing
the productivity and sustainability of agriculture as well as an essential key in
developing a modern agricultural strategy that suits their climatic, water, and soil
conditions. This chapter presents a simulation model for national agriculture Big
Data in the Kingdom of Bahrain. The model consists of six modules (Soil, Crops,
Weather, Farms, Stakeholders, and Market) with a detailed description and focus on
theweathermodule, including tools and technologies used for the simulation, such as
google cloud services, custom APIs, a Progressive Web App (PWA), and smart agri-
culture devices and technologies. The simulation model revealed major challenges
facing the agriculture data applications in the Kingdom of Bahrain, including the
absence of adequate methods and tools for data collection, inefficient storage proce-
dures, poor data access interfaces, and media, social, and organizational limitations
on data sharing, and the legal restrictions on certain automated technologies used for
data collection such as the UAVs. These limitations and challenges are recommended
to consider further studies from the policies and regulations side. The current study
is part of a Big Data in agriculture project for the Kingdom of Bahrain, “AGRO Big
Data: Toward Smart Farming in the Kingdom of Bahrain,” and considers one of the
few studies that addresses agriculture Big Data in the Kingdom of Bahrain.

Keywords Data engineering · Sustainable development · Smart agriculture · Data
pipelines · Data warehousing · Data lake

1 Introduction

Data is an essential tool to extract insights and predictions to improve all aspects of
every sector. Data is generated from different sources such as mobile phones, cars,
sensors, legacy documents, structured databases, and social networks. Furthermore,
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these generated data have different formats that would be only partially compatible
with traditional relational database systems. This enormous amount of generated
data is so-called “Big Data” and is characterized by its massive size, diversity, and
high generation rate [1].

According to [2], “Big Data is the Information asset characterized by such a High
Volume,Velocity, andVariety to require specific Technology andAnalyticalMethods
for its transformation into Value.” and in many contexts, it is represented by five big
Vs (Volume, Variety, Velocity, Veracity, and Value) [3].

Big Data has been connected to many existing and new technologies, including
data lakes, data warehouses, cloud computing, Extract, Transform, Load processes
(ETL), and data pipelines. Its applications are implemented using traditional data
management approaches, startingwith data collection, processing, storage, analytics,
and visualization. However, the unique nature of Big Data meant to handle different
data sources (structured, semi-structured, and unstructured) forced some of the
traditional approaches to evolve.

ETL is a traditional approach used to collect data from sources, then it runs
different transformations, and cleans the data to store it in traditional reposito-
ries called data warehouses (schema-on-write). The stored data are now ready
for analytics; however, this approach cannot efficiently handle semi-structured and
unstructured data. Therefore, extract, load, and transform (ELT), a new approach
emerged to enable the collection and storage of heterogeneous data directly on repos-
itories is called data lakes. Data are stored in their raw format (images, text, files, etc.)
[4]. Moreover, [5] suggested an extension to the approach where analysis is included
in the process for Business Intelligence (BI) solutions as the following extract, load,
transform, and analyze (ELTA). The data lake is a new storage concept introduced in
2010 by the CEO of Pentaho as a solution to the increased complexity and diversity
of data generated [6]. Data lakes provide an unconditional repository for data, and it
can custom-tailor parts of these data to form a valuable piece of information based
on user requests.

The emergence of cloud computing mitigated many computation barriers, such
as storage limitations, infrastructure maintenance overhead, and advanced analytical
operations. Many large tech companies offer an abundance of cloud services, such
as Amazon Web Services (AWS) by Amazon, Google Cloud Platform (GCP) by
Google, and Azure by Microsoft Corporation. Cloud service providers offer their
customers a competitive advantage on price by adopting the pay-as-you-use model,
service reliability, and resilient infrastructure suitable for small, medium, and large
businesses [7].

As per [8], Big Data will positively impact all food-related processes (farm to
fork). Therefore, Agriculture Big Data models and applications have been of great
interest to researchers. A significant number of studies discussed applications for
crops [9], weed control [10], precision agriculture [11], etc. Most of the models
presented were focusing on analytics, machine learning, and the internet of things;
however, few studies focused on agriculture Big Data engineering operations (data
collection, processing, and storage), and up to the authors’ knowledge, agriculture
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Big Data engineering implementation on GCP has not been discussed by previous
researches.

The Kingdom of Bahrain severely lacks agriculture data. Data are either scattered,
outdated, or mostly not available. A sustainable agriculture system relies heavily on
data to create knowledge thatwill eventually lead to effective decisions.Big data anal-
ysis has proven effective in many fields, including the agriculture sector. However,
building and maintaining a Big Data infrastructure is costly, time-consuming, and
depletes resources.

The study is part of an experimental project on agriculture Big Data for the
KingdomofBahrain thatwill focus on the data engineering process starting fromdata
collection and ending by delivering analytical-ready data. The study will concentrate
on one of the modules of the ecosystemwhich is weather data and its implementation
process by (1) defining data sources, (2) illustrating tools used for data ingestion,
(3) defining scalable data pipelines that efficiently accommodate both streaming and
patch data, (4) finally, demonstrating the architecture of the storage schema. The
Weather module was selected mainly for its fundamental impact on the farming
practices for crops. Data pipelines are used to model the data flow and technologies
used to deliver data from source to destination.

The following sectionswill present, in order, a literature reviewof relatedwork, the
tools and the approach used for implementation, a discussion of the implementation
through briefly explaining the entire simulation, and then a detailed description of
the weather module, and finally, a conclusion and future work.

2 Research Background

Data engineering studies related to agriculture Big Data focusing on data ingestion,
transformation, and storage are not sufficiently presented. Available studies either
demonstrate the complete ETL/ELT processes or focus on only one of the processes,
such as the storage or transformation of data.

Data transformation is where data is cleaned and converted to a suitable format
for analysis. [12] Used Couchbase (NoSQL tool) to transform unstructured agricul-
ture Big Data into semi-structured or even structured data. The model suggests the
collection of agriculture data from various unstructured sources such as TEXT and
XML then applyingMapReduce (Distributed Data Processing Algorithm) algorithm
on Couchbase to convert it into structured data.

Storage technologies improved and varied significantly during the past few
years—the advancement in data repositories derived mainly from the increased
complexity and heterogeneity of data generated. Storage operations are now far from
being a simple task; it is cloud-based with auto-scaling and the availability of enor-
mous capabilities at the user’s fingertips. Establishing an efficient and reliable data
warehouse is essential to perform business intelligence analysis on data; however,
a data lake must be used as a preprocessing step to handle raw data [13]. Vuong
et al. [14] designed a data integration module for agriculture Big Data by combining
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Apache Hive (as a data warehouse and running OLAPs), MongoDB (for document
storage), and Apache Cassandra as a data lake for raw data.

Full implementation of data engineering processes in agriculture Big Data was
found on [15]. The study is based on a platform built and deployed on five machines
connected through TCP/IP. Apache Flume and Sqoop were used to collect real-time
data and import data fromCSVandExcel files. For largefiles,MapReduce algorithms
were adopted to collect them in parallel, and then the collected data are stored either
on HDFS for archival or Hbase and Hive for random access and real-time analytics.

On the other hand, agriculture Big Data analytics, which involves extracting the
value of agriculture data sets using machine learning, neural networks, and data
mining, has been studied heavily. The concept behind Big Data paved the way for
many agriculture-related applications and models, many of which are related to
analytics to extract value for better decisions.

Neural Networks (NN), Support Vector Machine (SVM), and Graphical Models
are, according to [10], the most used machine learning algorithms for agriculture
data analysis. Moreover, the study suggested a conceptual model using both SVM
and NN algorithms to identify crops’ weeds and potential diseases by labeling and
classifying field images collected using Unmanned Aerial Vehicles (UAVs) in the
Netherlands. GreenLink is a mobile app that will analyze data collected using six
Wireless Sensor Networks (WSNs) in a small test farm. The sensors will collect
data about water, weather, energy consumption, and crops, then store the data on the
Azure cloud platform for analysis using deep neural networks and regression trees
algorithms [11]. Data mining algorithms such as PAM, CLARA, and DBSCAN can
provide wheat farmers in India with valuable insights to minimize inputs (resources)
and maximize production [9].

3 Methodology

To develop agriculture Big Data applications for Bahrain, a simulation model is
adopted to imitate the processes of data ingestion, transformation, and storage. The
simulation model consists of six modules (Weather, Soil, Crops, Market, Stake-
holders, and Farms). Themoduleswere suggested based on the agriculture ecosystem
in Bahrain and related literature. It includes the development of a Progressive Web
App (PWA) to simplify communication with different agriculture stakeholders as
well as the collection of data. The PWA is hosted on google firebase to streamline
communication with other google cloud services. Various tools and technologies
have been utilized (see Table 1); however, the main workflow is implemented within
the GCP.

Google Cloud Platform is selected for implementation as a comprehensive tool to
run an experimental simulation of an agricultureBigData ecosystemon the cloud and
not basedon comparisonwith other cloud service providers. It providesmany services
that support complete data engineering and data analysis operations. Moreover, it
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Table 1 List of tools and technologies adopted for the simulation model

Tool/Technology Quantity Description

1 Custom built PWA 1 The app enables data collection for demographic data
of stakeholders, farms’ data, adding new data sources,
and it provides an Agriculture Enquiry Service (AES)
functionality. On the other hand, it will provide easy
access to agriculture data, and to enable collection of
legacy data such as excel files and as a hub to import
individual projects’ data

2 Pycno soil sensor 1 A field-based sensor to collect soil and weather data, it
can be installed in open and protective fields to collect
and transmit data using cellular connectivity

3 Remote sensing
account

1 An account created on Earth Observation System
(EOS) crop monitoring service to remotely collect data
on farm’s weather, soil moisture, and NDVI index
images. The satellite images are captured using
SENTINEL-2 and Landsat 8 satellites

4 Multispectral camera 1 Due to policies and regulations, the camera was used
manually (by hand) to capture images of crops to
mimic the drone-based cameras

5 Google cloud platform
(GCP)

1 A google account was created to take advantage of
cloud services such as (BigQuery, cloud storage, cloud
functions)

6 Visual studio code 1 The main development environment for the simulation
model

7 Google firebase 1 Used to host the PWA and the use of the NoSQL
capabilities of Firestore

8 Front-end development
using Ionic framework

1 Ionic framework is well-known development
environment for developing hybrid mobile applications
and PWAs

9 Backend development
using python and flask
framework

1 Python is an easy high-level programming language
with strong support for data science. Flask is a python
web framework adopted by google cloud services

offers highly scalable and efficient storage tools that suit data lakes and warehouse
operations [16].

The weather module implementation will be discussed in detail to present the
different pipelines used to complete the process of ETL/ELT on the data and the
used data schema. Six GCP services were mainly adopted for the weather module:

• Google BigQuery: Cost-effective, serverless, multi-cloud enterprise data ware-
house for structured Big Data storage and analytics.

• Cloud storage (Data Lake): In GCP, cloud storage is a scalable and real-time
storage repository that can handle both semi-structured and unstructured data
with easy access operations.

• Cloud SQL (MySQL): Fully managed relational database service for MySQL for
storing structured data.
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• Serverless Cloud Functions: Cloud-based functions to connect or extend cloud
services.

• Google Pub/Sub: Messaging-oriented middleware for service integration or as a
queue to parallelize tasks.

• Cloud Scheduler: Fully managed enterprise-grade cron job scheduler to schedule
pub/sub messaging services.

The agriculture sector in Bahrain comprises many sources for agriculture data;
however, due to organizational, technical, and social limitations, this data is outdated,
not publicly available, difficult to access, difficult to share, and in some situations,
does not exist. According to the personal interviews and field studies, the following
are considered the primary agriculture data sources in Bahrain:

1. Ministry of Municipalities Affairs and Agriculture-Agriculture and Marine
Resources is the main governmental entity responsible for the agriculture sector
in Bahrain. It owns many data, including laws and legalizations, market data, soil
and water data, and crop production and quality. Market data are collected and
stored using a particular platform; however, it is not available publicly. Soil and
water data used to be collected manually by official staff and primarily stored on
excel or even word files on local machines, and these data are becoming outdated
due to a shortage of staff. On the other hand, the ministry installed two weather
stations in the main agriculture areas (Hoorat A’ali and Budaiya); however, the
data are neither accessible nor shareable with different agriculture stakeholders.

2. The National Initiative for Agriculture Development (NIAD) is a non-
governmental organization that supports the agriculture sector, especially
farmers. They launched in the second quarter of 2022 a website (https://www.agr
o.bh/) to share agriculture data they collected, such as available farms, vendors,
and farmers. It is considered the first initiative to collect and share agriculture
data in Bahrain and will be used as a web scrapping source on the simulation
model.

3. The Bahrain data portal (https://data.gov.bh/) is an official portal for open data
about many sectors in Bahrain. It contains legacy data about Bahrain weather;
however, for technical limitations, the data cannot be exported in formats such
as (CSV or JSON). Moreover, the portal does not provide API documentation so
that third parties can use the data.

4. The National Space Science Agency (NSSA) was established in 2014 to support
the achievements of the sustainable development goals in Bahrain by adopting
space sciences and satellite technologies. They run agriculture data projects;
however, data is neither accessible publicly nor anonymously for research
purposes.

5. Individual data owners such as farmers, farm owners, and even agronomists
or agriculture scientists have run their projects where they collect data either

https://www.agro.bh/
https://data.gov.bh/
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manually or using technology; however, the data they collect is neither stored
efficiently nor available for sharing because of technical and social limitations.

According to the above, data sources identification, demand data, and agriculture
data beneficiaries were simulated based on the information collected through:

• Eleven personal interviews using semi-structured questions during the period
April 2022–September 2022—The interviews were conducted with selected
interviewees based on the agriculture ecosystem in Bahrain to cover all stake-
holders (farmers, governmental organizations, farm/business owners, and non-
governmental organizations, and agronomists). The interview questions focused
on the data collection method and tools, storage of the data, is the data shared,
methods to access the data, and difficulties in obtaining the required data.

• Five personal field visits, two of which were an IoT device, were used as part of
the data sources simulation between November 2021 and January 2022.

• Related literature.

Finally, a custom Big Data management model was applied and divided into three
layers as follows (see Fig. 1):

• Bottom layer: a Meta catalog containing technical metadata about the data defi-
nition and structure such as (tables, fields, and their description, and relation
between tables).

• Middle layer: business metadata such as data sources and description of data,
supportive tools, data movements.

• Top layer: this layer is further divided into two structures, the first one will contain
sources-specific data generated, and the second is an aggregation of all sources
based on data category. For example, weather data can be generated using soil
sensors, remote sensing, and weather stations so that every source will have

Fig. 1 The conceptual agriculture big data management model
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its structured/unstructured storage mechanism. Then, all weather data will be
transformed, aggregated, and stored on operation-specific tables.

4 Design and Implementation

Due to organizational and funding limitations, the simulation model is built on both
real and mimicked data sources. The following sub-sections will demonstrate a
general overview of the processes (ingestion, storage (raw and processed), trans-
formation) and, finally, a detailed demonstration of the weather module for all
processes.

4.1 Data Ingestion

Data ingestion is the process of collecting data from numerous sources, such as
data streams from events, logs and IoT devices, historical data stores, and data from
transactional applications. However, according to [17], a preliminary stage is adopted
to identify data providers and users to improve source quality and increase data
privacy. Table 2 represents a matrix of agriculture stakeholders in Bahrain (data
owners and data users) and the categories of data they can record/access for the
agriculture sector. The matrix is built based on the agriculture sector ecosystem in
Bahrain. Google cloud platformoffersmany tools to orchestrate the ingestion process
of data, including (cloud scheduler, pub/sub, and cloud functions/run).

Two metadata tables were created, and the stakeholder’s table will inherit access
level from them, and data were predefined based on the matrix as follows:

Data Sources Identification and Collection

The simulation model aims to collect different agriculture data semi-autonomously
and then build scalable pipelines to deliver the data to the cloud for storage,
processing, and preparation for analytical operations. Data sources were identified
based on personal interviews with different agriculture stakeholders, field visits, and
related literature. Table 3 identifies data sources used by the simulation model; most
data are collected through various sources. However, a stakeholder account must
be created through the AgroBahrain PWA forms to initiate the collection and any
other related functionality. To automate the real-time data collection, an IoT soil
sensor (Pycno) was used, and a subscription to a remote sensing application based
on satellite imaging (EOS) that provides crop monitoring services (see Fig. 2).
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Table 2 Agriculture data owners’/users’ matrix for the Kingdom of Bahrain [18]

Data owners

Farm
owner

Farmer Gov.
official

Non-Gov.
official

Merchant Researchers,
agronomists

Data
users

Farm owner Personal,
farms’
data,
crops’
data,
sensors’
generated,
market
data,
experts’
data

Personal,
experts’
data

Personal,
policies
and
regulations,
sensors’
generated,
market
data,
experts’
data

Personal Market
data

Experts’
data

Farmer Farms’
data,
crops’
data,
sensors’
generated,
experts’
data

Personal,
experts’
data

Personal,
policies
and
regulations,
sensors’
generated,
experts’
data

Personal Experts’
data

Gov. official Personal,
farms’
data,
crops’
data,
sensors’
generated,
market
data,
experts’
data

Personal,
experts’
data

Personal,
policies
and
regulations,
sensors’
generated,
market
data,
experts’
data

Personal Personal,
market
data

Personal,
experts’
data

Non-Gov. official Farms’
data,
crops’
data,
market
data,
experts’
data

Personal,
experts’
data

Policies
and
regulations,
market
data,
experts’
data

Personal Personal,
market
data

Personal,
experts’
data

Merchant Crops’
data,
market
data

Policies
and
regulations,
market data

Personal,
market
data

(continued)
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Table 2 (continued)

Data owners

Farm
owner

Farmer Gov.
official

Non-Gov.
official

Merchant Researchers,
agronomists

Researchers
(Agronomists)

Farms’
data,
crops’
data,
sensors’
generated,
experts’
data

Experts’
data

Policies
and
regulations,
sensors’
generated,
experts’
data

Personal,
experts’
data

Table 3 Data sources used for the simulation model

Data source Data to collect Collection mechanism/interface

AgroBahrain
PWA

Demographic, farms, crops,
fertilizers, etc.

Forms

Pycno soil
sensor

Soil temp, Soil moisture @
25 cm depth, Air temp, Air
humidity, Solar radiation,
Rainfall intensity

Cellular connectivity. Data are collected every
35 minutes and sent twice a day to the server.
The API will capture the data every (hours)

Remote
sensing
platform (EOS,
the crop
monitoring
App)

Weather data (temp, humidity,
perception), soil moisture,
vegetation indices (e.g.,
NDVI), images of fields of
interest

SENTINEL-2 and Landsat 8 satellites, collect
historical data, images are captured every
5 days, weather forecast for today and the
next two days. Specific APIs are required per
data category for collection

Web crawling/
scrapping

Farms, market, stakeholders,
etc.

Custom python scripts. URLs such as
(agro.bh)

National
weather
stations

Weather data APIs, Manual upload

Other sources Agriculture-related (real-time
and legacy) data

Custom APIs, Manual upload through the
PWA forms

Due to organizational and technical limitations, the following sources were
simulated as follows:

• National weather stations data collection was considered as the APIs used on
the IoT device or through manual upload using CSV files using the AgroBahrain
platform.

• Other sources may include legacy data from governmental and non-governmental
sources in a CSV format. Despite the availability of legacy metrological data
on the (Bahrain Data Portal), it was not downloadable and difficult to access.
Therefore, two legacy weather CSV files (1901–2021) were used from the
World Bank repository (https://climateknowledgeportal.worldbank.org/country/

https://climateknowledgeportal.worldbank.org/country/bahrain/climate-data-historical
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Fig. 2 Sample of data collected. On the left sample JSON data from Pycno soil sensor, and on the
right sample JSON of EOS satellite data

bahrain/climate-data-historical). The first file presents the average monthly
temperature in Bahrain, and the second shows the average monthly precipitation.

Collection of data was implemented using scheduled python scripts triggered
through pub/sub events and run using google cloud functions. The collectionmethods
are as follows:

• The PWA forms are used to collect data about stakeholders, farms, crops, loading
data sources such as legacy data, and registering automated data sources such as
field’s sensors and weather stations.

• Web crawling/scrapping of related URLs such as national newspapers and
“agro.bh” web site.

4.2 Data Storage (Raw and Processed)

Data is either stored in raw format or for processing (analytics, querying, visualiza-
tions). Raw data are collected from their original sources (sensors, satellite images,
legacy files, etc.) and will be stored on Cloud Storage (Data Lake) for the archival
and preprocessing stage.

https://climateknowledgeportal.worldbank.org/country/bahrain/climate-data-historical
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Metadata, transactions data, and other data collected through AgroBahrain PWA
forms will be stored on Cloud SQL (MySQL) except for the agriculture enquiries
service (AES), the data will be stored on google Firestore (NoSQL document
database). Cleaned transformed data will be stored on google BigQuery (the data
warehouse) for fast and reliable access to analytics or visualizations. Data for visu-
alizations are aggregated from all sources and are anonymous; however, data for
analytics are aggregated for each source and identified by source ID. The adopted
storage schema is a multidimensional model called fact constellation schema. It is
flexible for complex structures like agriculture data; it allows multiple joins and
multiple facts and dimension tables.

4.3 Data Processing (Transformation)

Transformation is an iterative process that will be carried out by running cloud
functions and custom SQL commands, and it will be divided into:

• Extracting module-related data. Some sources will collect data related to two or
more modules (e.g., weather, soil, and crops) so these data must be segregated.

• Cleaning segregated data by checking for duplicates, removing extra spaces and
null values, and checking for data range and extreme values.

• Unifying data types, measurement units, and fields’ names.
• Aggregation of data to create visualization and analytical-ready data for stake-

holders.

4.4 Implementation of the Weather Module (ELT/ETL
Process)

Adding a new stakeholder (register new user): The new stakeholder must provide
basic personal data through a form, and then the data will be stored in a structured
database. Next, the data is inserted into a structured database on google cloud SQL
(MySQL). Once registered successfully, a stakeholder can start adding data sources.

Adding new data sources (see Figs. 3 and 4): As for the simulation model, weather
data will be generated through (pycno farm’s sensor, satellite remote sensing, and
legacy data). New data sources are either added directly, such as legacy data or related
to a specific geolocation, such as sensors on a farm that cultivate certain crops. Every
insert for a data source will affect three entities. The first entity will record the source
data fields, data types, and measuring units (Km, L, Celsius, etc.). The second entity
will record source APIs for automated sources (sensors, remote sensing, weather
stations); however, this entity will not be updated for manually added data, such as
legacy data. The third entity will create a google scheduler record that initiates an



Cloud-Based Simulation Model for Agriculture Big Data … 753

event using a messaging service such as (Pub/Sub), which will trigger a google cloud
function to ingest the data. A stakeholder can register two types of data sources:

1. Automated data sources such as farm’s related sensors and weather stations.
2. Manual data sources such as legacy data or real-time manually added data.

Extraction and storage of rawdata (schema-on-read) (see Fig. 5): All rawweather
data simulated are either structured (CSV files) or semi-structured (JSON) and will
be stored and archived using the cloud storage buckets. All the files will be named
based on the (source_id), and a new field will be added to every file (created_at) as
a time stamp for every data record. Data were extracted and stored either directly or
indirectly as follows:

Fig. 3 Logical data flow diagram for the weather module

Fig. 4 The weather module data scheme



754 M. Ghanim and J. Alammary

Fig. 5 Extraction and storage of raw data pipeline

• Manually added data, such as legacy weather data is created and stored directly
through the PWA form for adding new data sources. It will accept either CSV
or Excel files only. On the backend, a python script will be executed by cloud
functions (see Table 4) to extract the uploaded file and store it under the cloud
storage bucket (e.g., legacy_weather).

• Automated sources data such as farm sensors and weather stations are extracted
and stored based on scheduled pub/sub events that trigger a python script to

Table 4 Cloud functions used for the weather module

Cloud
Function

Description

Add_
Stakeholder

a. Insert a new stakeholder record in cloud SQL table (Agro_Stakeholders)

Add_Data_
Source

a. Insert a new data source by updating the following tables (Agro_sources,
Agro_sources_APIs, Agro_sources_Fields, GC_Scheduler, GC_Pub_Sub)
b. Create CSV/JSON files on cloud storage buckets
c. Create new cloud schedule and new Pub/Sub
d. Insert CSV/Excel files directly to cloud storage (only legacy data)
e. Transform legacy data and insert into cloud SQL (Legacy_Weather) table

Raw_Data_
Extract

a. The function is either called manually by PWA form (case of manual data
upload) or through a Pub/Sub
b. Update the CSV/JSON files
c. Update the table (Transactions_data_collection)

BigQuery_
weather

a. The function is triggered every day to collect the recently added records on
all CSV/JSON
b. Extract fields with related weather tags (temp, temperature, temp_high, hum,
humidity, etc.)
c. Cleaning and transforming the extracted data
d. Insert the data into BigQuery Tables (GC_BQ_Weather_Agreggated and
GC_BQ_Weather_Detail)



Cloud-Based Simulation Model for Agriculture Big Data … 755

Fig. 6 Transformation and storage (analytics and visualizations) of data pipeline

extract and insert the data into CSV/JSON files (based on the source format) to
be stored in a cloud storage bucket named according to the source type (farm_
sensor, weather_stations, etc.) to increase the search efficiency. The CSV/JSON
file is created once the data source is added and will be updated every time the
script runs.

A Meta table (Transaction_Data_Collection) is used to track data extraction and
storage transactions. Legacy data will be extracted and stored once and is registered
only on the data sources table.

Transformation andStorage of ProcessedData (schema-on-write) (Fig. 6): Every
24 hours, a cloud function (see Table 4) will be triggered to extract updated data
from the cloud storage, transform the data, and then store the transformed data
on google BigQuery tables for fast analytics and visualizations. For legacy data,
they are transformed, stored in a Cloud SQL table, and accessed through BigQuery
federated queries (data is handled efficiently without the need to store it physically
in a BigQuery table).

5 Conclusion

Big Data has become a hot topic in the last decade, with many countries looking to
acquire a competitive edge in this new industry. The Kingdom of Bahrain govern-
ment has recognized the power of Big Data to drive economic growth, enhance
decision-making, and create competitive advantages in both the public and private
sectors. In agriculture, Big Data will accurately detect wind direction, temperature,
relative humidity, solar and evaporation, and plant transpiration. In general, Big Data
is significant for improving and sustaining the agriculture sector in the Kingdom of
Bahrain. However, Bahrain lacks agriculture data with low adoption of ICT in agri-
culture. Therefore, implementing a Big Data model for such a situation is complex
and challenging.
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The current study is part of a Big Data in agriculture project for Bahrain, “AGRO
Big Data: Toward Smart farming in the Kingdom of Bahrain.” In the study, a simula-
tion model with six modules for agriculture Big Data (Weather, Soil, Crops, Market,
Stakeholders, and Farms) was demonstrated briefly while focusing on the implemen-
tation details of the weather module. The simulation was implemented to imitate the
data engineering processes for collection, transformation, and storage. The simula-
tion model revealed many challenges hamper the agriculture Big Data development
in Bahrain, including the absence of adequate methods and tools for data collection,
inefficient storage procedures, poor data access interfaces, and media, social, and
organizational limitations on data sharing, and the legal restrictions on certain auto-
mated technologies used for data collection such as the UAVs. Moreover, there is
a lack of ICT knowledge and adoption among the agriculture stakeholders, which
presents a significant barrier toward implementing agriculture Big Data solutions.

The simulation model was designed for Bahrain; however, it was built on the
google cloud platform (GCP) to be flexible enough to suit other countries. GCP offers
accessible serverless cloud services that can scale automatically, and it accommodates
all the simulation model processes without needing external services.

For future work, the simulation model will be expanded to enable multi-access
levels for agriculture stakeholders to the collected data, where everyone can benefit
and reuse the available data while maintaining efficient privacy and security levels.
Furthermore, collected data will be transformed into valuable application-specific
data sets for decision-making and research purposes.
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User Interface Design and Evaluation
of the INPACT Telerehabilitation
Platform

Leonor Portugal da Fonseca, Renato Santos, Paula Amorim,
and Paula Alexandra Silva

Abstract With longevity, sedentarism and the increasing strain on health services,
telerehabilitation has gained increasing importance. This paper describes the user
interface (UI) design, development and evaluation of a telerehabilitation platform.
Following a human-centred design approach, two UIs were developed: one for per-
sons undergoing rehabilitation (PUR) and another for rehabilitation professionals
(RP). The usability of these UIs has been assessed by two groups of five users, one
who tested the PUR UI prototype and another who tested the RP UI prototype. After
completing a set of tasks, on which number of errors, task duration, completion,
and utility have been recorded, participants answered the System Usability Scale
and the Computer System Usability Questionnaire. To get the likelihood of partici-
pants recommending the system participants filled out the Net Promoter Score. This
methodology has shown to be useful to fine-tune the initial user requirements of the
system and evaluate the UIs developed and has shown the importance of involving
the several actors in the design of the platform.

Keywords Usability · Telerehabilitation · Design · Evaluation

1 Introduction

Physical rehabilitation has been at the forefront of controlling and improving a diver-
sity of health conditions, frommusculoskeletal to neurological, cardiorespiratory and
others. Among these, musculoskeletal conditions are the most prevalent, affecting
about 1.7 billion people worldwide [1]. With the progressive ageing ofWestern soci-
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Fig. 1 Telerehabilitation platform components

eties and the increase in sedentary lifestyles, musculoskeletal conditions are expected
to increase [2]. Physical rehabilitation may help treat and alleviate symptoms, but,
in order for it to be effective, it requires a continuous process that is very demanding
both in terms of human resources and financial costs, which will become unsustain-
able for the health system as demand continues to increase [3]. Telerehabilitation
provides a way to mitigate this problem, as rehabilitation sessions can take place
outside health units, such as hospitals and clinics, while optimising processes and
avoiding unnecessary travels [4]. Further, telerehabilitation could allow for the reduc-
tion of waiting lists and the delivery of physiotherapy care to people in remote and
underprivileged areas [5].

The INPACT project aims to create a low-cost remote rehabilitation platform that,
through the use of a camera, allows a holistic visual perception of the user’s body
movement without the use of markers (Fig. 1). Two main users interact with the
system: the person undergoing rehabilitation (PUR), at home, and the rehabilitation
professional (RP), at the health unit they usually work. The PUR user interface
displays a series of sessions and exercises tailored to the person by the RP on his/her
dedicated user interface. As the PUR performs the exercises prescribed by the RP, the
camera captures the PUR movement-related data. This data is then analysed using
machine learning techniques that enable the provision of real-time feedback to the
PUR. The data collected during the sessions is stored in the cloud, allowing the RP to
monitor and analyse the performance of the PUR and to adjust the process as needed.

The INPACT system followed a human-centred design (HCD) process [6]. An
iterative and incremental processwas followed for the development of the prototypes.
Having achieved a stable low-fidelity prototype, the team started implementing aweb
application that uses React.JS, where the communication between the frontend and
the backend is supported by a REST API that responds to the user request, resorting
to cloud services (Fig. 2).
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Fig. 2 General system architecture

2 Evaluation of the User Interface Prototypes

2.1 Goals, Methods and Procedures

Part of a larger effort, this paper describes the usability evaluation of the first high-
fidelity prototypes developed for the PUR and the RP which had been deployed on
Vercel.1 The goal of this evaluation was to assess the usability of the user interfaces
of the PUR and RP and to get a sense of the participants’ views on the usefulness
of the functionalities included in the prototypes as well as the likelihood of them
recommending the system to others. Usability was assessed i) by asking participants
to go through a set of tasks and recording its duration, number of errors, and task
completion and ii) through a post-task self-report usability questionnaire. Table1 lists
the tasks that guided the usability test. After completing each task, participants were
prompted to provide comments or suggestions. To gauge the perceived usefulness
of each task, participants were asked to rate the usefulness of the task by using an
8-point scale between 0 (not at all useful) and 7 (very useful).

Once all usability tasks were completed, post-sessions ratings were collected to
assess the overall perceived usability. We used the System Usability Scale (SUS)
[7] to assess the PUR prototype and the Computer System Usability Questionnaire
(CSUQ) [8] to assess the RP prototype. SUS is one of the most widely used tools
for assessing usability [9] and would have been adequate for both prototypes, but
CSUQ includes questions that directly analyse matters such as productivity, which
we considered particularly relevant for the RP. For this reason, we applied the CSUQ
with the participants assessing the RP prototype. Both SUS and CSUQ provide
reliable measures to assess the user impressions of the system [10]. Finally, we used
the Net Promoter Score (NPS), a popular metric to get the extent to which a person
would recommend a system [9].

1 https://vercel.com/.

https://vercel.com/
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Table 1 List of tasks the participants were invited to complete

PUR prototype test tasks (T) RP prototype test tasks (T)

T1. Check the details of the rehabilitation
session scheduled for today

T1. Identify the PUR who has been
experiencing the highest level of fatigue

T2. Change the settings to choose preferred
background

T2. Check the performance of a PUR

T3. Start rehabilitation session and check
number of exercises remaining in session and
number of exercises repetitions

T3. Check the level of fatigue of a PUR when
performing a specific exercise

T4. Assess overall session and fatigue and pain
post exercise

T4. Create a general session plan

T5. Leave a message to the RP T5. Change repetition parameters of exercise

T6. Quit the session halfway through T6. Assign existing session plan to PUR

The evaluation was carried out by two members of the team, one as an observer,
mostly for note-taking, and another as a facilitator, who guided participants through
the test. The facilitator started by providing a brief description of the system, explain-
ing that it had the PUR and the RP sides. Then the facilitator clarified that the test
was going to focus only on the PUR or the RP user interface, depending on the
profile. After this, informed consent was gathered and the facilitator collected socio-
demographic information about the participants. In the case of the PUR participants,
the facilitator also asked about previous history of undergoing rehabilitation. To the
RP, the facilitator asked about their number of years of experience as a rehabilitation
professional. Afterwards, the usability test started, where the facilitator first invited
the participants to freely explore and browse the user interface for about 2–3minutes.
The facilitator then asked the participants to consider a scenario and complete each
of the usability tasks (Table1), encouraging them to interact with the user interface
prototype as naturally as possible. Once the last usability task was completed, the
participants were asked to fill out the post-session questionnaires and the NPS. The
test finished with the facilitator thanking the participants.

2.2 Participants

The evaluation involved five participants who tested the PUR user interface and
five who evaluated the RP side of the system. The participants who tested the PUR
user interface were 25–65years of age and had all previously received conventional
physical rehabilitation sessions. They also reported on the daily use of a tablet or
smartphone and the regular use of these devices to email, make video calls and using
tools like MS Office. The participants who tested the RP user interface prototypes
were all physical rehabilitation professionals with 2–5 years of experience in the job
and aged 18–30. These participants reported using computers to check email, news,
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Table 2 Results of the tests on the PUR user interface prototype
Participant Task 1 Task 2 Task 3 Task 4 Task 5 Task 6

D E U D E U D E U D E U D E U D E U

PURTP1 41s 2 5 26s 3 6 46s 3 6 11s 1 5 21s 0 6 13s 0 6

PURTP2 31s 2 6 24s 1 5 54s 1 7 25s 2 7 24s 1 7 19s 0 7

PURTP3 54s 2 5 58s 3 7 30s 0 7 10s 0 6 31s 2 7 38s 0 7

PURTP4 18s 1 7 10s 1 6 34s 1 7 9s 0 7 7s 0 7 16s 1 6

PURTP5 25s 1 6 16s 1 6 38s 0 7 12s 1 5 13s 1 5 17s 0 6

Mean 33.8s 1.6 5.8 26.8s 1.8 6 40.4s 1 6.8 13.4s 0.8 6 19.2s 0.8 6.4 20.6 0.2 6.4

Legend PURTP—person undergoing rehabilitation test participant, D—task duration,
E—errors, U—usefulness

weather and sometimes to make video calls and work on tools like MS Office. None
of the participants involved in the study had previously been exposed to the INPACT
prototypes.

3 Results

3.1 Usability Tasks and Usefulness Assessments

PUR user interface prototype. Table2 shows the results of the usability test of the
PUR user interface. Participants were able to successfully complete all tasks, but at
least one error was recorded in every task.

On task 1 participants were invited to check the details of the rehabilitation
session. Task completion time was on average 33.8 s (max 54 s, min 18 s). Three
errors were recorded, the first related to the absence of feedback upon entering
the login code, leading participants to click multiple times on the screen. Another
error was due to the poor visibility of the sessions name. Usefulness was rated
around 6. When prompted to provide suggestions, participants proposed that instead
of a dark silhouette, the exercises should be exemplified with more appealing and
dynamic videos. The participants also stated that the instructions were lacking for
more complex exercises.

Task 2 asked participants to change the settings of the rehabilitation session
scenario. The task was completed on an average of 26.8 s (max 58 s, min 10 s)
and rated high (6) in usefulness. Errors arose from the lack of feedback; i.e. when
participantsmade a selection, no visual confirmationwas provided.Options in hidden
menus also required a lengthy exploration. Participants suggested the provision of
confirmation messages after a button is pressed and asked for more customisation
options and the possibility of playing music.

Task 3 prompted participants to perform a rehabilitation session. Average task
duration was 40.4 s (max 54 s, min 30 s). Again, this task received very high (6.8).
As in task 1, participants had difficulties to find the sessions and it took them a
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Table 3 Results of the tests on the RP user interface prototype
Participant Task 1 Task 2 Task 3 Task 4 Task 5 Task 6

D E U D E U D E U D E U D E U D E U

RPTP1 90s 1 5 50s 1 6 105s 1 6 80s 1 7 15s 0 6 7s 0 6

RPTP2 10s 0 6 135s 1 7 20s 0 7 50s 1 6 10s 0 7 50s 1 7

RPTP3 55s 2 7 35s 1 6 17s 0 7 80s 0 7 30s 0 7 160s 1 6

RPTP4 3s 0 6 22s 0 5 40s 1 7 90s 1 7 60s 1 7 10s 0 7

RPTP5 7s 0 7 150s 1 7 15s 1 7 45s 0 7 60s 1 7 20s 0 7

Mean 33s 0.6 6.2 78.4s 0.8 6.2 39.4s 0.6 6.8 69s 0.6 6.8 35s 0.4 6.8 49.4s 0.4 6.6

Legend RPTP—rehabilitation professional test participant, D—task duration,
E—errors, U—usefulness

bit to get into the exercises. Instructions were unclear at times, which lead to mis-
understandings and the incorrect performance of some of the exercises. Since the
implementation of a responsive system was not yet developed, some functionalities
were misplaced, e.g. the forward button and key images appeared cropped. Partici-
pants proposed changing the layout to allow information to be read promptly, without
having to search for it on the screen.

Task 4 asked participants to assess the overall session as well as the pain and
fatigue experienced post-exercise. Task completion took an average of 13.4 s (max
25 s, min 9 s). Four errors were recorded due to the poor feedback response when
selections weremade, leading participants to wander through the screen trying to find
confirmation on the choice made. Also, some buttons appeared on the user interface,
for which the functionality had not yet been implemented leading to confusion.
Despite errors, this taskwas ranked as very useful (6). Similarly to task 2, participants
suggested that a confirmation message was provided when a selection was made.

Task 5 prompted participants to leave a message to the RP. The task was rated as
very useful (6.4) and took an average of 19.2 s (max 31 s, min 7 s). Due to lack of
feedback, participants tried to click multiple times on “record” which slowed down
the task. Participants suggested that a “send” button is displayed once they finished
recording the message.

Task 6 asked participants to exit the session, as if they were too tired. The task
took an average 20.6 s (max 38 s, min 13 s) to complete and was rated very useful
(6.4). Participants only had to logout the session; thus, we expected the task to be
quickly completed, but this was not the case because of the “Sair”2 buttonwas hidden
in the menu and not immediately visible on the screen. All participants suggested
that when “Sair” button was pressed, the application should return to the main menu,
instead of logging out of the application.
RPuser interface prototype.Table3 summarises the results of the RP user interface
usability tests. All tasks were successfully completed almost effortlessly.

Task 1 asked participants to check the level of fatigue of their patients. The task
was completed on an average time of 33s (max 90 s, min 3 s); however, three errors

2 Sair is the Portuguese word for exit.
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were recorded. RPTP1 tried to access the information through the patient’s individual
page, while RPTP3 tried to get that information by accessing the list of all patients,
to then check fatigue in each exercise instead of the patient’s fatigue. In discussing
what might have motivated the errors and proposing suggestions, the participants
suggested that the pain and fatigue scales were renamed to EVA and Borg scale, to
follow their usual practice. Usefulness was rated useful (5) to extremely useful (7).

Participants took an average time of 78.4 s (max 150 s, min 22 s) to complete task
2 which aimed to monitor the performance of a PUR. Four errors were recorded,
where two participants experienced difficulties identifying the sessions assigned to
each PUR, one was unable to locate the information associated with a specific PUR,
and another could not find the sessions nor the exercises due to not scrolling to the
end of the page. Participants found this task very useful. Participants proposed that
session plans expire after a period of time, and that they would like to be able to see
the last time the PUR’s had completed a session/exercise and to access the PUR’s
medical history.

Task 3 aimed to assess the fatigue level of a specific exercise and was completed
on an average time of 39.4 s (max 105 s, min 15 s). Three errors were recorded,
where one participant sought the information on the screen presenting an overview
of all PURs. After thoroughly exploring that page, the participant eventually noticed
the link Utentes.3 One participant thought effort was associated with the exercise
intensity and another needed to read each button label before completing the task.
This task ranked as extremely useful. One participant suggested that the exercise
details feature should be improved, especially the chart displaying the total number
of instructions.

Task 4 asked participants to create a general session plan. All participants com-
pleted the task within an average time of 69s (max 90 s, min 45 s). Three participants
tried to use the exercise filter field to characterise the session, instead of searching
for exercises categories. The task received a score of 7 on usefulness. One partici-
pant suggested the addition of videos demonstrating the exercises and that sessions
became unavailable after a period of time.

Task 5 prompted participants to change the characteristics of an exercise, which
took an average of 35s (max 60 s, min 10 s). The two RPs who took the longest, first
browsed the general session plans page, instead of the PUR’s dedicated page. This
task was found to be very useful and no suggestions were made for improvement.

Task 6 asked participants to assign a previously created session plan to a patient
and took an average time of 49.4 s (max 160 s, min 7 s). Like the previous task,
participants first looked in the general session plans page instead of the page of a
specific patient, which was recorded as error. This task was rated as very useful.
Participants further suggested that it should be possible to access PURs’ sessions
history as well as their exercise performance collected data.

3 Utentes is the Portuguese word for a short version of person undergoing rehabilitation.
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Table 4 PUR—system usability scale results
Participant S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 SUS score

PURTP1 4 2 4 1 4 4 4 1 4 1 77.5

PURTP2 5 3 3 1 3 5 3 2 3 3 57.5

PURTP3 3 1 5 1 5 4 5 1 4 1 85

PURTP4 4 1 3 1 3 4 4 1 3 1 72.5

PURTP5 4 2 3 1 4 4 3 2 3 1 67.5

Legend S—statement, PURTP—person undergoing rehabilitation test participant

Table 5 RP—computer system usability questionnaire results
Participant S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16 Mean

RPTP1 6 7 7 7 5 4 1 3 7 4 6 5 7 7 3 6 5.3

RPTP2 6 7 6 7 7 7 6 7 7 7 6 7 7 7 7 7 6.8

RPTP3 7 7 6 7 7 7 2 7 7 7 7 7 7 7 7 7 6.6

RPTP4 6 6 7 6 7 7 2 6 6 6 6 7 7 7 7 7 6.3

RPTP5 7 6 6 5 7 7 2 5 7 7 7 7 7 7 6 7 6.3

Mean 6.4 6.6 6.4 6.4 6.6 6.4 2.6 5.6 6.8 6.2 6.4 6.6 7.0 7.0 6.0 6.8 6.2

Legend S—statement, RPTP—rehabilitation professional test participant

3.2 Post-session Self-report Usability Questionnaires

PUR—SystemUsability Scale.Upon finishing the usability testing session, partici-
pants testing the PUR prototype were asked to complete the SUS. Table4 synthesises
the results, where after calculating the scores, results in a score of 72, which means
the overall system usability is acceptable.

RP—Computer SystemUsability Questionnaire. To assess the usability of the RP
prototype, we asked participants to answer the Computer System Usability Ques-
tionnaire. Table5 summarises the results. CSUQ results can be analysed in four
categories: system utility (statements 1–6), information quality (statements 7–12),
interface quality (statements 13–15) and general satisfaction (statements 1–16). The
analysis of the results reveals that the category with the lowest average score is infor-
mation quality. This result (5.7) is affected by the poor score obtained in question
7, which concerns error messages. The average scores obtained in the system utility
(6.5) and interface quality (6.7) categories are very positive, where two items in the
interface quality category get full scores by all users. The global average is also
positive.

Net Promoter Score. The last step of the evaluation assessed the likelihood of
recommendation of the system. This was obtained using the Net Promoter Score that
asks the question How likely is it that you would recommend this system, to a friend
or colleague? that is answered using an 11-point scale between 0 (not at all likely)
and 10 (extremely likely). In this scale, ratings of 9 or 10 are “promoters”, ratings
of 7 or 8 are “passives”, and rating of 6 or lower are “detractors”. The score of the
PUR user interface was 80 (PUR1 = 10, PUR2 = 10, PUR3 = 8, PUR4 = 10, PUR5



User Interface Design and Evaluation of the INPACT … 767

= 9), where one participant is “passive” and four are “promoters”. The score for the
RP user interface was 60 (RP1 = 7, RP2 = 9, RP3 = 10, RP4 = 9, RP5 = 10), where
two participants are “passives” and three are “promoters”. With regard to PUR user
interface, all participants said, despite the difficulties experienced during the test,
they believed that once glitches were resolved the system was not only welcome but
also very much needed.

4 Discussion and Future Work

Despite the occurrence of errors, these were not critical to the point of preventing
participants from completing the tasks. Errors did however influence time on task,
namely task 6 of the PUR user interface prototype and task 2 of the RP. Although the
number of errors recorded for each task of both user interfaces was not particularly
high, it is important to analyse each of these errors so that they are adequately
resolved and the user interfaces are iterated accordingly. In the PURs user interface,
errors were mostly related to poor layout and buttons being mispositioned making
them hard to be seen. This made it hard to navigate through the user interface. The
comments and suggestions of the participants provided important insight on how
the user interfaces could be improved. For example, PUR participants suggested the
addition of a button to send the message to the RP once the recording had been
completed and the possibility to play music alongside with the sessions. Several
errors derived from poor feedback, which confused users and led them to think
they were doing something wrong. This will need to be carefully observed in the
next iteration to ensure that the system always provides clear feedback for all the
actions in the application. Responsiveness also needs to be ensured. The usability
tests of the RP user interface were also important to identify areas of improvement,
that while minor, were still important to note. Examples include the need of having
scales correctly named on the plots and the need to display the medical history and
diagnosis of the patient. Participants also suggested the inclusion of a limited time
frame for sessions execution and also exercise demovideos. Both user interfaces need
also to be reviewed to include pop up confirmation and errormessages throughout the
application to facilitate the use andprevent errors. In addition to the above corrections,
an interactive component that introduces playful elements of gamification is going
to be developed to increase adherence, where the RP motivates the PUR to carry out
a rehabilitation programme in a personalised way by providing remote monitoring
and guidance.

5 Conclusions and Final Remarks

This project aims to create a telerehabilitation platform that allows for real-timemon-
itoring of themovements of PURand assures that the rehabilitation protocol is carried
out correctly. The development of this platformwill contribute to improve equity and



768 L. P. da Fonseca et al.

access to rehabilitation care, with quality and reliability. This paper presented the
evaluation of the first user interface prototypes. The evaluation involved ten people,
five persons testing the PUR user interface and five physiotherapists testing the RP
user interface. Results highlight a number of corrections and improvements that need
to be carried out before the rehabilitation platform can be evaluated through pilots
in a real context.
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Stress Detection and Monitoring Using
Wearable IoT and Big Data Analytics

Arnav Gupta, Sujata Joshi, and Menachem Domb

Abstract Stress is a natural response to various stressors that can result in physio-
logical, social, and behavioral changes. Stress can severely affect our bodies if it lasts
for a long time. There are numerous things and factors that have an impact onmillions
of people’s lives. As a result, informing the individual about this hazardous lifestyle
is critical as warning them before an acute problem develops. The subject’s body
temperature, heart rate, and galvanic skin response are required to determine stress
levels. Wearable IoT-based body sensors give the needed data about an individual
cognitive, mental, and emotional health. The paper focuses on utilizing an IoT-based
sensor model to identify a person’s stress level and deliver feedback to help the
individual cope with stress and pressure. An intelligent wristband and chest strap
module, placed on the hand and chest, are part of the proposed model. IoT integrated
with analytics evaluates activities like electrodermal and heartbeat, further delivering
the information to a server that acts as an online IoT cloud-based platform. AWS IoT
Analytics integrated with Tableau are used to analyze the data resulting in relevant
visualized reports used by the individual to deal with the situation, such as visiting
a medical professional or practicing meditation or yoga techniques.
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1 Introduction

According to medical research, physical, psychological, and behavioral disorders
trigger stress. Early detection and treatment of stress can help reduce the symptoms,
which further helps reduce fatalities and economic disruption. Thanks to techno-
logical advancements, wearable gadgets with physiological sensors have made it
easier to track stress. These gadgets detect and decode bio-signals generated by the
human body in every day and stressful situations [1]. Connecting these devices to the
Internet may collect, share, and store the data in the cloud for analysis by a special-
ized data decision-making system and be visualized. As a result, remote monitoring
and analysis of stress patterns are essential aspects of the stress-reduction strategy
[2].

Acute stress and chronic stress are two basic types of stress. Acute stress occurs
when the body reacts to a stressful event for a short time before returning to its normal
state. The stress that lasts for a long time and has the potential to harm our bodies
is called chronic stress. Blood sugar, cholesterol, severe headaches, heart disease,
mental health concerns, liver problems, cancer, and other disorders are all linked to
stress. Chronic stress can trigger cancerous cells and cause tumor cells to develop
more rapidly in people with cancer. At the same time, it also raises the chance of
hypertension in cardiac patients, which is unfavorable [3]. Understanding the anxiety
rate in patients like cancer patients and cardiac patientsmight help them recovermore
quickly. As a result, it is critical to identify a person’s stress level well before it begins
to have negative consequences on our bodies [4].

Wireless technology has become increasingly important in various industries to
deliver improvedhealth care anddevices for continuousmonitoring.The fundamental
motivation for this study is to create a self-stress detection and monitoring system
to reduce the harmful effects of stressful conditions on the individual’s mental and
physical health. Health types are associated with the sympathetic nervous system,
which is stimulated during stressful situations, and physiological characteristics,
such as electrodermal activity (EDA), which includes temperature and humidity,
respiration, heart rate (HR), and blood pressure (BP), are taken into account [5]. The
data is recorded and saved on a general storage server in several current systems. This
research proposes the use of the AWS IoT Analytics platform. For data reception
and storage, AWS IoT Analytics requires an authenticated account. Amazon Web
Services (AWS) IoT analytics platform inputs data and runs analysis in real time
[6]. The user must have a registered account and a channel to receive data from the
microcontroller. Data visualization apps such as Tableau enable the generation of
reports on the data processed. The transmitted data is transferred to the channel and
then analyzed, allowing stress detection and monitoring.

The paper structure is as follows: Sect. 2 briefly discusses the research gap.
Section 3 gives the objective of the paper. Section 4 describes the literature review,
giving an overview of the previously performed related work. Section 5 discusses the
research methodology used in this paper. Section 6 discusses the research questions
the paper tries to address. Section 7 gives the system overview describing various
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concepts like physiological parameters, system architecture, and software–hardware
details. Section 8describes the conclusion of the research. Section 9gives the research
implications, and Sect. 10 briefs the possible future scope of work.

2 Research Gap

The IoT sensors used in stress detection and monitoring generate massive data
volume. Continuous data collection creates enormous amounts of information that
must be collected and analyzed. This data must be accurate, reliable, complete, and
appropriately represented to support decision-making. This paper addresses the stress
monitoring and analysis gap using specified wearable sensors and big data analytics
techniques.

The IoT wearable sensor devices for monitoring and detecting stress satisfy
the conditions to provide high-quality, reliable data with timestamps for further
insights. Timestamps allow data synchronization. Big data analytics provide action-
able insights. Choosing the correct significant set of information from the data
gathered by the sensors plays a crucial role in monitoring stress.

3 Literature Review

An abundance of stress occurs due to various emotional, social, and even physical
manifestations; as a result, the pressure’s adverse effects vary significantly across
people. Peoplewith excessive stress experience sleepingdisorders,migraines,muscle
strains, weakness, and even metabolic problems. Anxiety, instability, changes in
food patterns, loss of excitement or energy, and mentality are some emotional and
behavioral side effects of stress.

3.1 IoT-Based Sensors for Stress Monitoring and Detection

Sensors are becoming increasingly significant in healthcare-related industries. A
wearable sensor is an electronic device that uses one or more sensors, such as BP,
GSR, andHR sensors [7]. Stress is often acknowledged as one of the key contributors
to various health conditions that, if left untreated, canbe fatal.Ogorevc et al. examined
how cognitive stress affected particular psychophysiological variables by analyzing
emotional and physical stress based on individual tasks. When people are exposed to
stressful activities, their blood pressure, heart rate, and galvanic skin response levels
increase [8].
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3.2 Usage of Data Analytics Techniques in IoT-Based Sensors

Big data analytics is a big step forward in storing and processing vast amounts of
data efficiently, allowing for creativity and innovation about how to use the results
in a meaningful and helpful way. Its unique attributes will open new perspectives
on how data analytics in healthcare promotes public health at a low cost [9]. AWS
IoT analytics software enables us to connect to various devices, then access, and
process their data. We can then use the knowledge gathered from these stages to
build an automated system to regulate the sensors and generate meaningful output.
Dineshkumar and Senthilkumar proposed the use of big data analytics in healthcare
monitoring systems using theHadoop framework,which allows themodel to perform
real-time monitoring to alert the patient [10].

3.3 Various Studies in This Area

This section describes previous research on stress evaluation, categorization, and
application in evaluating multiple medical problems. Respiratory rate (BPM), body
temperature, heart rate (HR), blood pressure (BP), galvanic skin response (GSR),
and other physiological measures are used for assessing people’s response to stress
[11]. Basel Khikia et al. created a hand band for individuals with mental illness
that included a galvanic skin response sensor and high beam sensors to categorize
“Stressed” and “Not stressed” incidents. They conducted analyses on individuals
as personnel observed their cognitive and emotional patterns. After analyzing data
from the sensors, they discovered that various stress level situations handle multiple
situations [12]. Seoane et al. set out to create a wearable gadget that would allow
warriors to assess their physiological, emotional, and cognitive stress levels during
the fighting. They divided their project into two phases, accomplishing the first step
in this publication. The first phase determined the best biomedical parameter for
analyzing stress. In contrast, the second phase was dedicated to developing sensor-
based wearable metrics for monitoring and analyzing the biomedical parameter to
achieve various stress levels experienced by combatants [13]. Because essential char-
acteristics can be obtained fromECG, like heart rate (HR) and respiration rate, which
is essentially self-working by the nervous system, they successfully discovered that
ECG is the ideal bio-signal to measure a person’s state of mind. They plan to develop
a wearable device that measures and analyzes ECG to detect stress in the long term
[14].

The physiological sensing-based stress analysis assessment was investigated as
part of an examination of the study on the usefulness of GSR in stressed conditions.
Several different questions with varying levels of difficulty are provided to students
with GSR sensors worn by them for evaluation. The data shows a substantial correla-
tion betweenGSRmeasurement and the stress brought on the brutal questioning [15].
The accelerometer sensor, in combination with the GSR sensor, can be utilized to
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improve stress analysis. Combining activity awareness with stress detection utilizing
a GSR sensor enhances the reliability of the stress evaluation [16]. The stress states
of the drivers are evaluated using GSR sensor readings and accelerometer data, and
they are classified as stressed or non-stressed. Different projects also concentrated
on creating, building, and developing a GSR sensor to increase effectiveness and
efficiency and lower mistakes [17].

4 Research Methodology

The qualitative research methodology is used in this research. The keywords are
“mental stress detection,” “mental stress,” “IoT-based sensors for stress,” “analytics
for stress detection,” “monitoring of stress,” and “stress detection using sensors.”
This research aims to provide a detailed overview of how stress can be monitored
and detected effectively using sensors and big data analytics. This paper proposes
a methodology using an IoT sensor measuring EDA, HR, and BP to measure and
monitor stress accurately. Smartwatch and chest strap contains IoT sensors connected
to smart devices, allowing them to be used as a resource for physiological param-
eters and quality processing of physical and mental health in stress detection and
monitoring. This paper addresses the requirement:

(a) Using an IoT-based wrist and chest sensor as a source for physiological
parameters such as heart rate (HR), blood pressure (BP), and body temperature.

(b) Identifying the individual’s activities by analyzing the data using the AWS IoT
analytics platform from the IoT-based wrist and chest sensor.

(c) Providing real-time feedback using contextual information by data analysis.

5 Research Questions

For this research, we used a case study technique, in which numerous use cases
of intelligent health monitoring system and their benefits to diverse sectors were
evaluated and debated. This study’s information came from various online databases,
whitepapers, publications, and reports. The following are the research questions
addressed in this study:

1. Does the IoT-based sensors in use with big data analytics and automation play
an essential role in improving operating efficiency and service delivery in the
healthcare industry?

2. Can actionable insights be derived after using the proposed system to help the
hospitals or the users?

3. Can the proposed model be helpful to the general public and hospital patients to
improve their emotional and cognitive state of mind?
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6 Data Model and Findings

This section discusses system architecture, software and hardware details, and the
parameters it depends on.

6.1 Physiological Parameters

The activity of the sympathetic nervous system can be monitored using a variety
of functional measures such as blood pressure (BP), heartbeat rate (HR), respira-
tory rate, the temperature of the body, electroencephalogram, and the galvanic skin
response (GSR). Electrodermal activity (EDA) and heart rate (HR) are incorporated
in this suggestedmodel since these characteristics can be evaluatedwith an IoT-based
sensor model and are connected to the human central nervous system. Physiological
parameters are used as a reference value to measure any matter related to human
health monitoring. With these parameters, one can determine how an individual acts
in a particular state. In this paper, these parameters can actively determine the body
response that an individual may have during stressful activities.

The galvanic skin response (GSR): The sweat glands are significant to our bodies.
There aremore thanmillions of sweat glands in the human body. The hands, forehead,
and feet contain the majority of them. Our sympathetic nervous system is directly
linked to our sweat glands. The sympathetic nervous system is a part of the human
nervous system that engages when we are agitated, such as when we are stressed
[18]. Sweat travels through the pores of our skin when the sympathetic nervous
system triggers the sweat glands. As a result of the produced fluid, the epidermis
becomes wet. This fluid contains positively and negatively charged ions, altering
our skin’s electrical resistance. Galvanic skin response represents a shift in change
in skin resistance caused by emotional situations. (GSR) [19]. Grove GSR is the
galvanic skin response sensor utilized in this study. It comprises two electrodes that
monitor the subject’s electrical resistance and provide the desired voltage. The device
is frequently put on emotionally vulnerable body parts like our hands, fingers, and
soles of our feet. Figure 1 depicts the GSR measurement site.

The position of the sensor should be on the index and middle fingers of the indi-
vidual’s non-dominant hand, designated as A and B in Fig. 1. A GSR signal is made
of two primary components. These are the “tonic” and “phasic” components. The
tonic component is a response that fluctuates minimally and slowly; therefore, the
name “slow component.“ In contrast, the phasic element is a response that displays
considerable variations and is evident as “GSRpeaks,” so the name “fast component.“
The latency (delay), recovery time, rise time, and peak amplitude are the character-
istics of the GSR signal [20]. Stimulus onset refers to the time when stimulation is
administered to a person. Latency is the time interval between the stimulation’s start
and the GSR’s apex. Peak amplitude is the disparity between the strength of the GSR
signal at stimulation commencement and the intensity of the GSR peak [21]. Once
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Fig. 1 Measurement of GSR

stimulation has begun, the rise time refers to the time it takes for a GSR signal to
attain its maximum value. The recovery time it takes for the GSR response to return
to its stimulation balance after reaching a peak is the recovery time [22].

Heart rate (HR): The heart is a blood-pumping machine essential to human
survival. It operates as a circulatory pump for blood in our body’s functions. The
body’s autonomous neurological system controls the heart’s function. The body
requires extra oxygen for energy build-up in a “fight or flight” situation [23]. Blood
is a type of connective tissue that transports oxygen throughout our bodies. As a
result, whenever our bodies want more oxygen, our bodies’ independent neurolog-
ical systems urge the heart to pump additional blood into the artery that distributes
oxygen throughout the human body, raising the heartbeat [24]. Heart rate is the rate
at which the heart circulates blood into an artery at a specific time. As a result, we
can deduce that our autonomous nervous system is inextricably linked to our heart
rate [25].

6.2 System Architecture

The prototype’s system architecture comprises two sets of sensors: a smart band on
the wrist and a strap worn around the chest. The setup model measures the electro-
dermal activity, blood pressure, and heart rate of the subject, i.e., the individual whose
stress level is being assessed. Figure 2 depicts the proposed work’s system design.
An open IoT platform, AWS IoT Analytics, integrated with business intelligence
tools such as Tableau, is used in the system’s overall architecture. Sensing elements,
microcontrollers, and communication design features are the essential components.
Sensing devices detect various physiological characteristics and are then supplied to
the microcontroller. Because the information from the sensors is unprocessed, the
microcontroller will employ signal processing techniques like filtering and sampling
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Fig. 2 System design

before forwarding it to the site. The connectivity components can transfer data from
the microcontroller to the open Internet cloud-based system.

Users can do online computations on the information they obtain using the open
Internet system. An account user must examine the components required for the
information delivery from the microcontroller to access data. A microcontroller and
a wireless functioning module enable a TCP connection for data transfer, allowing
the sensors to communicate with these channels. The unprocessed raw information
from the sensors is transmitted to this cloud infrastructure after the link is formed,
where it is later processed and evaluated. Big data analytics is used to quantify the
occurrence of stressful events the user has experienced. The frequency of stressful
circumstances is displayed on the dashboard and charts to visualize data.

6.3 Software and Hardware Details

The system consists of software and hardware components that perform two main
functions: collecting data communicated by sensors and analyzing data collected by
AWS IoT analytics with Tableau.

Arduino IDE—Arduino is a free, open-source microcontroller that can be coded,
cleaned, and reconfigured anytime. The platform was designed to make it easy and
affordable for people to build gadgets interactingwith their environment using sensor
devices. It is an open-source framework for creating andmanaging electronic gadgets
built around low-cost microcontroller boards. It accepts inputs from various elec-
tronic devices and regulates their outputs. The data is collected using the “analo-
gRead” function on the Arduino board. The function analogRead can read the value
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from the specified pin. It takes 100 microseconds to read an analog input. Arduino
ESP32 can be used tomake connections between theAWSplatform. TheWi-Fi SSID
and host configuration should be made, and the platform can be ready to use.

AWS IoT Analytics—AWS IoT Analytics is a robust tool that uses simple
analytical models for massive amounts of IoT data and executes them successfully.
Amazon Athena is a Web-based cloud storage tool that allows professionals to run
dynamic searches in Amazon Simple Storage Service (S3). Large amounts of data
are employed with Athena. On AmazonWeb Services, Amazon S3 is used for online
storage and preservation of information assets. With use cases like data processing,
recordkeeping, Web site management, information backup and restore, and project
hosting for deployment, Amazon S3 was intended to make online processing easier
for programmers. Amazon Athena allows customers to utilize structured query
language to analyze the data in Amazon S3 (SQL). The Athena connector can be
connected to Tableau to create dashboards from the data received by sensors.

Tableau is a rapidly evolving business intelligence (BI) visualization application.
The Tableau Big Data platform allows you to capture, analyze, and handle more
information than ever. Tableau’s analytics platform enhances IT and includes security
features, regulation, installation flexibility, and administration. Tableau Analytics
enables businesses to get much more out of their data and workforce. Tableau offers
a variety of analytics tools, like Desktop, Prep Builder, and Tableau Server. This
visual analytics platform can transform unprocessed raw data into actionable insights
and solves problems by visualizing important information. Data that is significantly
important to the user can be imagined. Insights are derived from the dashboard, and
the user can take action.

Sensors—The hardware design comprises two units, an intelligent wristband unit
and a chest strap unit used to measure physiological data at two locations. The intelli-
gent wristband module, placed around the wrist, comprises a galvanic skin response
(GSR) sensor, an Arduino LilyPad microcontroller with a voltage regulator, a power
supply, and aWi-Fi module. Figure 3 depicts the model’s architecture containing the
IoT-based chest strap and wrist sensors attached to the Wi-Fi module. The Arduino
LilyPad microcontroller gets data from a GSR sensor that monitors electrodermal
activity (EDA) and is connected to the Arduino board. The ECGmodule in the chest
strap module detects the heart’s electrical activity with a three-lead ECG electrode.
The devices collect the information and transfer it to the microcontroller. A GSR
sensor, Arduino LilyPad power supply, Arduino LilyPad microcontroller, voltage
regulator, and a Wi-Fi module make up the smart band module, which is worn on
the wrist. The Arduino LilyPad processor receives data from a GSR sensor linked
to the Arduino board, which monitors electrodermal activity. The data is then deliv-
ered to the AWS IoT Analytics software over a TCP connection established with the
help of the Wi-Fi module. The Wi-Fi module uses the AT instructions to commu-
nicate with the IoT platform. The ECG module with a three-lead ECG electrode in
the chest strap module detects the heart’s electrical activity. The data is collected
by the module and transmitted to the microcontroller performing additional signal
processing on the data, such as lowpass filter screening and sequencing. The heart
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Fig. 3 Overview architecture of the proposed model

rate is computed using preprocessed data. The heart rate data is then transferred to
the AWS IoT platform using the Wi-Fi module to establish a connection.

7 Conclusion

In the healthcare industry, wearable sensor devices combined with IoT technolo-
gies are significant. The advantages of employing such devices have benefited both
patients and clinicians. Human stress detection is critical because excessive stress
can affect a person. This paper overviews the monitoring and detection of stress with
IoT wearable sensors and big data analytics. A qualitative research methodology is
used, and a model is proposed using the AWS IoT platform having a Wi-Fi module
and wearable sensors like wristbands and chest straps. The data from the sensors
is passed on to the cloud-based AWS IoT platform through the Wi-Fi module. The
data can then be visualized by Tableau for a better understanding by continuously
monitoring and delivering ongoing feedback to the user. The model will increase the
efficiency and effectiveness of existing models by providing real-time feedback and,
in turn, help deliver better health aid to a person.

8 Research Implications

Stress is a heightened psychophysiological state of the human body that occurs in
response to a stressful event or situation. Prolonged stress can cause a lot of emotional
and mental problems for humanity. IoT-based sensors and big data analytics tech-
niques can detect and monitor stress. The data from the sensors can be captured and
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then can be analyzed. This model can be beneficial not only for clinics and hospitals
but also for the general public. The model can be used daily to explore a particular
individual’s trend. Further actions such as meditation and yoga can mitigate stress
levels.

9 Research Limitations

There are limitations to the research that can be addressed in the future scope of work.
Firstly, the sensors should be placed correctly to minimize ambiguities and adhere
to criteria for accurately collecting physiological parameters. Device noise, random
noise, loose instrument skin connections, and physical movement affect signals.

Secondly, stress measurement instruments should be non-invasive to acquire valid
data.When invasive devices are worn, theymight add to the individual’s stress. Smart
wearable systems are frequently used to capture large volumes of data discreetly,
sometimes without the user’s knowledge.

10 Future Scope

The future scope of work on this research can be focused on the following. Firstly,
combining machine learning and deep learning with big data analytics makes the
model more effective in monitoring stress. Secondly, use new inbuilt smart IoT
sensors that can be continuous and accurate data assessment by collection and anal-
ysis without the cloud system to show real-time stress monitoring. This model can
also detect stress in students, instructors, and corporate and office workers.
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Comparing Mixed Reality Hand
Gestures to Artificial Instruction Means
for Small Target Objects

Lukas Walker, Joy Gisler, Kordian Caplazi, Valentin Holzwarth,
Christian Hirt, and Andreas Kunz

Abstract Hand gestures are a valuable means for the instruction of complex han-
dling processes. They are used and perceived in an intuitive way and outperform
artificial representations such as arrows or symbols. On the other hand, referring
finger gestures require a certain object size to avoid ambiguities, and often they are
replaced by artificial means. However, this comes to the cost of reduced intuition due
to the change of a hand gesture to an artificial gesture, which consequently makes it
more difficult to learn long instruction sequences and keep them in mind. This paper
thus introduces study results showing that hand pointing gestures perform well even
for small objects, so that unnecessary switches to artificial representations can be
avoided in the future.

Keywords Augmented reality · Gestures · Visualization

1 Introduction

When explaining complex manual operation tasks, gestures play an important role
togetherwith speech. In this context, hand gestures are considered particularly impor-
tant [3]. Hand gestures for handling objects are unique since they constrain and pre-
define the gesture [2]. Aigner et al. [2] classify occurring gestures into pointing,
semaphoric, pantomimic, iconic, and manipulative gestures, from which only the
pointing gesture is not constrained by geometry.
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(a) Fingerpointing overlay
displayed by Microsoft HoloLens II

(b) Highlighting the element
displayed by laptop screen

Fig. 1 Overview on the two study conditions

If hand gestures are used for an instruction on how real objects should be handled,
MixedReality (MR) can be used.MR technologies, especially headmounted displays
(HMD), receive a lot of attention since a few years. Their success lies in enabling
users to interact with digital data seamlessly, which is a great support in both training
and in productive settings. The field of MR is subject to many research projects, both
in academia and industry, being driven by the question how we can best profit from
the new ways to interact with the digital world. Typically, MR superimposes virtual
instructions on real objects, as shown in an early work by Thomas and David [25].
This study was continued three decades later by Hoover et al. [9]. The study had
different groups performing the task using a tablet with a 2D guide, a tablet with an
MRguide, a desktop computer and aHoloLens 1, respectively. The study showed that
participants who used the Hololens guide made fewer errors and had faster assembly
times by 15%. The study concluded that HMDs like the HoloLens can be a better
alternative for state-of-the-art approaches. Also the work from Scurati et al. [23] uses
abstract virtual instructions such as arrows or symbols to inform the worker about
the next step. This is also confirmed by a systematic review by Palmarini et al. [18],
who only listed MR systems that use abstract virtual augmentation. Consequently, it
was stated by LaViola et al. [13] that for presenting positions in the real environment,
pointing arrows are superior to other virtual overlays. This might be due to the fact
that hand trackingwas computationally expensive in the past and just recently became
available in devices such as the Microsoft HoloLens (I+II) for MR and Oculus Quest
(I+II) for Virtual Reality (VR).

In fact, using hand gestures as an instruction means initially required a larger
technical effort, as shown in SEMarbeta [6], or in Augmented 3D hands [10]. Just
recently, with the advance of HoloLens, hand gestures could be easily used as an
instructive overlay, as shown in [17], who used pointing gestures to emphasize certain
objects during the support by a remote expert. Using hand gestures as an overlay for
augmented work instructions is a promising approach since humans have an easier
access to images, such as gestures rather than to abstract information, such as icons
or pictograms. The latter need to be interpreted by a user in order for him or her to
understand and perform a task. A hand animation on the other hand shows the task
to be performed in real-time and in three dimensions, allowing the user to imitate
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the movements and view them from different sides. In other words, hand animations
show to the user immediately how to complete a task instead of explaining it to him or
her, which increases the level of immersion and eventually supports memorization.

Showing hand gestures as an overlay on a manual assembly task will lead to the
user mimicking these gestures and thus learning the correct behavior in an intuitive
way. However, little is known about the efficiency of such hand gesture overlays in
contrast to iconographic instructions particularly when it comes to smaller object
sizes. It seems that the accuracy and clearness of hand gestures is limited, since [24]
state that hand gestures could also be replaced by virtual pointing rays. Based on
literature, there is no clear evidence on the accuracy of hand gesture overlays when
it comes to pointing to smaller parts in the real environment. Further, existing MR
applications using MR hand gesture overlays focus mainly on a remote support and
do not give information on memorization effects which could become relevant in
training scenarios. This could help in particular for memorizing longer sequences of
numbers, since not the numbers are kept in mind, but the complete fingerpointing
gesture which is then related to the underlying matrix for recalling the numbers.

We hypothesize that there is a certain size limit for small neighboring target
objects, where a user cannot clearly distinguish anymore, where the fingerpointing
gesture is directing them at. Further, little is known on thememorization of sequences
that are indicated by pointing gestures in comparison to a regular highlighting using
virtual objects. Since Liu et al. [16] describe the positive effect of pointing gestures
on spatial memorization, and Aldugom et al. [4] describe gestures’ positive effect in
learning mathematics, we secondly hypothesize that pointing will positively effect
the memorization of work sequences.

This paper focuses on one of the most important gestures—the pointing gesture.
We compare this pointing gesture to a common highlighting of relevant positions.
The overall goal is to completely use gesture-based instructions, without switching
back and forth between gesture overlays and iconographic overlays. This would also
reduce development efforts of MR and VR applications that direct a user to certain
targets, since hand gestures can be recorded by the device, whereas iconographic
overlays have to be manually implemented.

After an overview on pointing possibilities in MR, the paper introduces the user
study, which evaluates the limits in accuracy for a pointing gesture, as well as the
impact of natural pointing gestures on memorization. This is followed by an evalu-
ation of the achieved data regarding accuracy and memorization. The remainder of
the paper will give a brief summary and an outlook on future work.

2 Related Work

Pointing gestures in MR or VR are mainly done using a supporting ray that can be
controlled by the hand and the index finger, e.g., for selecting objects as shown by
Yusof et al. [27], or for controlling a highlighter as described by Lin et al. [15]. The
latter inspired us for our user study, in which also certain fields of a matrix should be
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Table 1 Previous works’ target sizes

Literature Target size

Tsang et al. [26] 20

Park et al. [19] 10

Gao and Sun [7] 15.9 × 9

Komine and Nakanishi [12] 7

Leitão and Silva [14] 14

Schedlbauer [22] 15

selected. Highlighters or controlled rays only allow for a remote interaction and thus
contain a certain amount of unnaturalness when selecting objects. We therefore use
the “direct touch” as being used e.g., by Kervegaut et al. [11] as an inherent HoloLens
functionality. For providing feedbackwhen touching virtual objects inMR, handheld
devices such as smartphones or tablets are used, as described by Prilla et al. [20],
who compared this also to hands-free interaction.

3 Study Design and System Setup

The study described in this paragraph has the following purpose:

• Determine the minimum target size that can be unequivocally detected using a
pointing instruction as opposed to a highlighting of objects.

• Effect of a pointing gesture’s naturalness on memorizing a sequence of numbers.

To answer these questions, a study was designed where a user was instructed to
touch buttons of a matrix on a tablet screen. The target sizes were based on existing
manifold works listed in Table1.

The study consists of three matrices with 5× 5, 10× 10, and 15× 15 elements.
Given the resolution of the laptop screen, this results in button sizes of 29× 29mm,
14× 14mm, and 9× 9mm. For all matrices, therewas a 0.5mm spacing between the
buttons. This spacing can be seen as irrelevant for the results [22]. For each matrix,
the user was instructed which button to press either by a fingerpointing overlay or
by highlighting the elements (Fig. 1). For each matrix size, the user had to press 15
buttons. In both cases—the HoloLens instruction and the highlighting—the user’s
input was detected by the touch sensitive overlay of the laptop computer. The system
waits until the user performed the instructed pointing gestures and measures the
time for the gesture. As soon as the user touched a button on the screen, the next
instruction follows. The instructions where such that the user had to traverse the
matrices in seemingly random order (Fig. 2). To avoid any biasing effects due to
memorization, every trial of the user study used a different sequence of numbers,
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(a) 5 5 matrix (b) 10 10 matrix (c) 15 15 matrix

Fig. 2 Pointing trajectories on the three different matrices

Fig. 3 User study in front of the laptop, showing a 15× 15 grid for fingerpointing instruction. The
lower bar shows the amount of touch inputs already entered

and all of them were randomly chosen so that the generated trajectory cannot be kept
in mind.

In a next part of the study, the user was instructed to memorize a sequence of
eight buttons that were either highlighted or shown by a fingerpointing overlay in
a 4× 4 matrix (button size 29× 29mm). The highlighting and fingerpointing were
automized, showing a new button every two seconds. After having seen the sequence,
the user had to reenter the memorized sequence into the system.

The complete study was designed as a within-subject study, i.e., after signing a
consent form, filling out initial questionnaires, and becoming acquainted with the
setup, each subject had to do both, the highlighting and the fingerpointing instruction.
In order to balance the study, all participants were divided into two groups, which
differ in the order of the two initial experiments (fingerpointing and highlighting).
The whole study took about 25min. In order to avoid any technical biasing, users
had to wear the HoloLens in both trials of the study, although it was not required
for the highlighting task. For the fingerpointing overlay, MS HoloLens II was used,
while the highlighting was displayed on a laptop screen (HP ProBook x360 435 G8).
The touch sensitive screen of the laptop was used to detect the user’s input (Fig. 3).

During the study, three questionnaires were filled out. The first questionnaire col-
lected demographic data as well as a computer confidence level. After each element
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of the study, the NASA TLX [8] (scale: 1–10) and the SUS [5] (scale = 1–100) ques-
tionnaires were filled out by the participants. In addition, the cognitive absorption
(CA) [1] was completed (scale: 1–10). Finally, after completing both parts of the
user study, a user preference was questioned. 11 participants recruited from the local
university staff with an average age of 29 years (SD = 6.05) took part in our user
study (2 female, 9 male), from which all had normal or corrected to normal vision.

4 Study Results

4.1 Comparison to Fitts’ Law

To make the setup comparable with other works on touch interaction, the three
matrices are characterized by measures from the Fitts’ law: Index of difficulty (ID),
performance index (IP), and motion time (MT). D is the mean length of the paths
between the individual touch points in Fig. 2, and w is the size of the buttons in the
matrix. The results are summarized in Table2.

ID = log2

(
2D

w

)
; IP =

(
ID

MT

)
(1)

A comparison of the tables shows that for both—the HoloLens instruction and
the highlighting instruction—the index of difficulty (ID) slightly increased with a
decreasing button size w, while the traveling distance for a pointing gestures was
tried to be kept constant. However, the mean time for performing an action was
significantly smaller for the highlighting condition than for the HoloLens, which is
also reflected in the performance index IP, which is more than two times higher.
The main reason for this reduced performance index when using the Hololens with
fingerpointing gestures is that users wait until the fingerpointing gesture is starting to
move away from the button, and then start doing the fingerpointing by themselves.
Instead of a hand and finger that simply pop up at the correct position (which would
be similar to regular highlighting), we consciously chose a moving hand and thus
a resulting lower IP, since we believe that a natural movement of a hand is crucial
for intuitiveness and more efficient memorization. Consequently, such a “waiting”
behavior was not observed for the highlighting condition, and it shows in principle
that the pointing gesture overlay is perceived as natural, so that there cannot be “two
fingers at the same location”.
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Table 2 Fitts law measures for holoLens and highlighting

HoloLens Highlighting

Matrix
size

w (mm) D (mm) ID IP MT D (mm) ID IP MT

5× 5 29 86.32 2.57 1.07 2.42 84.76 2.55 2.76 0.92

10× 10 14 93.02 3.73 1.77 2.12 81.21 3.53 3.65 0.97

15× 15 9 85.04 4.24 159 2.67 57.99 3.69 3.59 1.03

Fig. 4 Cumulative error for HoloLens and highlighting instruction (left); Accumulated errors of
the memorization task (right)

4.2 Evaluation of the Clicking Accuracy

For all three matrix sizes, the user was instructed to press the button shown to him
either by fingerpointing overlay using theHoloLens or by highlighting directly on the
laptop screen. In all cases, the error is defined as the sum of wrongly pressed buttons.
It was not possible to press two buttons simultaneously or to press a gap between
the buttons. The results are shown in Fig. 4 (left). The results show that both—the
HoloLens and the highlighting—perform equally well for the 5×5 matrix, while for
the larger matrix sizes the amount of wrongly pressed buttons significantly increases
for the fingerpointing instruction compared to the highlighting instruction. This is
mainly due to the fact that the fingerpointing gesture could not unequivocally be
assigned to a button anymore, since it was completely or partially occluded by the
finger. For the 10×10 matrix, occlusion was one of the reasons for the occurring
errors, since an accidental mistyping due to button size can be excluded as there are
no errors for the highlighting instruction. For the 15× 15 matrix, errors also occur
for the highlighting method, which are probably due to accidental mistyping because
of the small button size. However, also here the majority of the errors is likely from
the wrongly detected buttons due to occlusion by the fingerpointing overlay. Since
the forearm, the hand, and the fingers were semi-transparent (Fig. 1a), it was mainly
the opaque shape attached to the fingertip that caused the occlusions. However, this
shape was necessary to clearly detect the fingertip.

For the memorization study, a 4× 4 matrix was used to avoid biasing of the
results by erroneous readouts due to the small button size. The user had to keep in
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mind 8 numbers in the right order being shown to him by either fingerpointing or
highlighting. Once the instruction sequence was finished, the user had to reenter this
sequence on the touchscreen. Additionally, the buttons show numbers that should be
kept in mind.

Participants showed a similar error rate in memorization for fingerpointing (m =
2.82, SD = 1.66) and highlighting (m = 2.73, SD = 1.62) (Fig. 4 (right)). The results
show that short sequences of numbers (<4) can be kept in mind better when they are
shown to the user by highlighting. Thus there is evidence that there is no significant
tendency toward a positive effect of fingerpointing for memorizing short sequences
(<4). This finding is in-line with [21] who found that pointing positively effects
the memorization of a final position, but the cognitive absorption based on the hand
movement negatively impacts the memorization. However, for sequences >4 there
seems to be a tendency in favor of the fingerpointing, since the amount of errors was
then equal or smaller than the errors for the highlighting condition (Fig. 4 (right)).
Thus, our findings do not clearly support the results from [4], who also described the
supportive character of gestures for memorization of mathematical contexts, which
were, however, not related to the learning of sequences.

4.3 Evaluation of Questionnaires

The results from the NASA TLX questionnaire showed a slightly higher perceived
task load when using the HoloLens (m = 2.55, SD = 1.20) compared to the highlight-
ing procedure (m = 2.08, SD = 0.88), which comes from the fact that in particular
for smaller grid sizes the finger pointing was less easy to detect. This might also
be due to the limited field of view, which made pointing gestures to appear more
suddenly by just seeing the finger but not the forearm in the peripheral field of view.
Although the users also had to wear the HoloLens during the highlighting study,
this effect of a limited field of view did not occur, since the HoloLens was switched
off. The reasons from the above might also be responsible for the outcomes of the
SUS questionnaire, where the HoloLens was rated worse (m = 83.41, SD = 11.74)
compared to highlighting (m = 91.59, SD = 7.44). Further analysis with a one-tailed
paired samples t-test reveals a statistically significant difference between the usabil-
ity of the HoloLens compared to highlighting, t(10) = 2.3, p = 0.023. With regard to
cognitive absorption, HoloLens had a higher level (m = 5.04, SD = 0.76, t(10) = 1.5)
than highlighting (m = 4.67, SD = 0.86). This result is intuitive considering the fact
that MR is more immersive than a laptop screen and thus increases users’ cognitive
absorption.
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5 Summary and Outlook

We showed that there is no need to switch from explaining hand gestures to artificial
symbols when precise pointing on a specific object is needed. As long as the target
object is considerably larger (e.g.,> 29× 29mm), regular pointing gestures with the
finger can be unequivocally detected. Thus, using an MR overlay of hand gestures
for explaining, e.g., the operation of machines is sufficient and no further need for
pointing arrows is required. This allows for a more natural and intuitive explana-
tion and better understanding of complex contexts. The paper further showed that
the intuitive nature of hand gestures also allows for better memorization of longer
instructional sequences, since human beings have better access to hand gestures than
to other more artificial means of pointing.

Future work will focus on reducing the pointing error further which also stems
fromsources such as gaze point calibrationof theHoloLenswhen recordingor replay-
ing the pointing gestures. Moreover, we will also investigate whether a combination
of pointing gestures and highlighting will improve both—the pointing accuracy as
well as the memorization of longer instructional sequences. Another study will also
focus on the memorization of sequences other than numbers, such as objects, colors,
or shapes, to which users might have a more intuitive access.
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Abstract Loan approval is an extremely crucial and time-consuming process for a
bank. Both customers and bankers can benefit greatly from a loan prediction system
since the system helps to reduce time and improve the accuracy of information. How-
ever, machine learning models tend to have BlackBox characteristics and bankers
cannot understand the internal decision-making process. This study intends to solve
this specific issue and examines actual bank loan approval data and adapted a variety
of machine learning algorithms for comparative study to select the most appropriate
framework for learning information about bank loan approval. The system provided
an accuracy of above 95.58% in forecasting with Extreme Gradient Boosting. More-
over, to reveal the key characteristics that determine if a client’s loanwill be approved
or not, Local Interpretable Model Agnostic Explanations have been integrated. This
innovation will help bankers to take accurate decisions and also lessen the opacity
and fragility of traditional machine learning models.
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1 Introduction

The disbursement of loans to the clients is one of the main business activities of
banks. For the majority of the banks, loan allocation is the main source of income.
The major portion of a bank’s profit are mostly derived from the income from the
loans given to the clients. Nevertheless, banks only provide such loans to applicants
who might manage to repay them in order to turn a profit, lowering the likelihood of
defaulting. Thus, risk management and determining who is creditworthy are numer-
ous challenges for the banks. The ability to calculate a client’s risk level based on
variables like profession, gender, relationship status, income range, creditworthiness,
etc. is a crucial step which banks take before offering credit to clients. A low credit
score or a shallow credit profile, insufficient income, erratic employment, or a mis-
match between the use of loan and the lender’s loan purpose requirements are all
reasons why loan applicationmay be declined. After a lengthy process of verification
and validation, many banks nowadays accept loans, although there is no guarantee
that the chosen applicant is the most worthy candidate among all applicants. Frauds
are a current issue that many banks struggle with as well.

In recent years, academics have investigated the use of several machine learning
techniques in credit evaluation/loan approval, including neural networks, support
vector machines, decision trees, and integration algorithms. Few of the study have
managed to reach state-of-the-art accuracy. Despite reaching higher accuracy finan-
cial institutions do not rely on these developed model and continue to approve the
loans manually. The main reason behind this is the black box characteristics of the
machine learning models. Financial institution do not feel comfortable leaving their
most crucial decision on these model without knowing how a model is making its
prediction. One of the goal of this article is to solve this particular issue.

This study’s contribution may be summarized as follows:

• A comprehensive study between various traditional machine learning models is
presented that can classify weather a loan should be approved or not.

• We first ever introduce the interpretability in predictive loan approval decision
using Local Interpretable Model Agnostic Explanations.

In this article’s Sect. 2, a brief summary of prior studies on bank loan approval
is provided. Section 3, which is broken down into three subsections, then provides
a brief review of our methodology, models, and strategies. Section 3.1 explains the
systemmodel, while 3.2 describes data collection and preparation techniques and 3.3
reveals our model specification. Confusion matrices and performance measurements
and findings along with LIME explanation are shown in Sect. 4. Finally, with Sect. 5,
we conclude our study.
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Table 1 Related works

Refs. Algorithm Dataset Accuracy Interpretability

Turkson et al. [5] Random forest I-Cheng Yeh
from UCI

81(±2) No

Turkson et al. [5] AdaBoost I-Cheng Yeh
from UCI

81(±2) No

Eweoya et al. [7] Decision tree Private source 75.9 No

Wang et al. [6] Random forest Private source 94.57 No

Wang et al. [6] Decision tree Private source 92.11 No

This study XGBoost Li et al. [8] 95.58 Yes

2 Related Works

Numerous research on analyzing financial data and categorizing loan status have
been carried out using various methodologies.

Li et al.’s research employed a weighted-selected attribute bagging approach, and
explored the use of customer characteristics to evaluate credit risk [1]. Researchers
experimentally compared their results to other state-of-the-art approaches employ-
ing two credit databases, and they reported exceptional performance in terms of
prediction accuracy and stability. Moro et al.’s proposal to forecast the success or
failure of telemarketing for a Portuguese retail bank also includes a data mining tech-
nique [2]. They used a variety of data mining models to analyze bank telemarketing
data and concluded that neural network data mining was the most effective way. By
contrasting four distinct hybrid machine learning algorithms, C. Tsai and M. Chen
employed a hybrid machine learning methodology to analyze credit ratings [3]. They
conducted experiments to demonstrate that the hybrid “classification Plus classifi-
cation” model, which combines logistic regression with neural networks, yields the
greatest prediction accuracy while also maximizing profit (Table 1).

In order to compare and select the machine learning algorithms that are most
appropriate for learning bank credit data, Turkson et al. looked at real bank credit
data and run many machine learning algorithms on it [5]. Over 80% of predictions
made by the algorithms were accurate. Additionally, out of a total of 23 variables, the
most crucial features that predict whether a client would default or not on paying their
credit the next month are extracted. The most crucial features were then applied to a
few chosenmachine learning algorithms, and their predicted accuracy was compared
to that of other algorithms that made use of all 23 features. The results indicate no
discernible difference, demonstrating that these characteristics can reliably assess
clients’ credit eligibility.

Wang et al.’s study primarily compares the results of five well-known classifiers
used in machine learning for credit scoring: Naive BayesianModel, Logistic Regres-
sionAnalysis, RandomForest, Decision Tree, andK-Nearest Neighbor Classifier [6].
It is bold to claim that one classifier is superior to another when each has strengths
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andweaknesses of their own. However, this experiment’s findings show that Random
Forest outperforms the competition in terms of precision, recall, area under the curve
(AUC), and accuracy.

Our methodology is complementary but distinct in many ways from that used
in this discussion. In order to forecast the trustworthiness of a bank’s credit data,
we used a variety of machine learning techniques. Additionally, unlike the studies
mentioned above, our study focuses on the interpretability of the proposed model
along with the classification of the loan status.

3 Methodology

From Sect. 3,” which is divided into three subsections, we get a clear picture of
our proposed model. Section 3.1 addresses our system concept. Section 3.2 covers
acquisition and description, and part Sect. 3.3 covers our utilized machine learning
models.

3.1 Proposed System Model

We initially began by gathering information on bank related data from numerous
sites. Finally, after finalizing our dataset, we started with data preprocessing. Since
the acquired data appeared to be fairly noisy, we have considered a variety of pre-
processing techniques to clear the data. We have performed a comprehensive EDA
in order to find the relation between the features. Additionally, there were a lot null
values which needed to be handled alongwith various data types. After using our data
cleaning approaches, we applied several models, including Decision Tree Classifier,
Random Forest Classifier, XGBoost Classifier, Logistic Regression, and AdaBoost
Classifier. We employed ROC curve and confusion metrics to evaluate the effective-
ness of our model. We also utilized a range of performance metrics such as accuracy,
recall, precision, and F1-scores to identify which model tends to be more effective.
Finally, based on our study, we export the best fitted model that is most appropriate.
Local Interpretable Model Agnostic Explanations (LIME), an explainable AI frame-
work, is then used to explain the exported model. It can reveal obscure knowledge
that lies behind the model’s predictions (Fig. 1).

3.2 Data Acquisition and Description

The data collection is based on information from U.S. Small Business Administra-
tion. According to SBA Overview and History, US Small Business Administration
(2015), the U.S. SBA was established in 1953 with the goal of promoting and aid-
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Fig. 1 Proposed system model

ing small businesses in the country’s credit market. Therefore, encouraging small
business development and growth offers social advantages through generating job
opportunities and lowering unemployment. Small businesses have historically been
the main driver of job creation in the United States. This dataset is consisted of 27
features. The dataset contains a total of 899,164 records. Figure 5 depicts the distri-
bution of two class. Here, the orange region is represented by good loan and the blue
region is depicted as bad loan. The imbalance in the dataset in its entirety is fairly
evident.

Figures 2, 3 and 4 represents the analysis performed while preprocessing our
dataset. Here Fig. 2 reveals the correlation between the features. Figure 3 represents
the number of paid/defaulted loan from 1984 to 2010. We can visualize that the
number of paid loan is much greater than the defaulted loan. Finally, Fig. 4 shows
the average days till loan disbursement.

3.3 Model Specification

XGBoostAgradient boosting ensemblemachine learning algorithm calledXGBoost
is based on decision trees. It is often used in a multitude of areas because to its high
efficiency and accuracy. Using the second order derivative as an approximation,
XGBoost attempts to lessen the overall model’s error. In all XGBoost scenarios, it
has been shown that scaling is due to a number of important frameworks and algo-
rithm improvements, including an unique tree learning algorithm, a logical quantile
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Fig. 2 Data analysis: correlation between features

Fig. 3 Data analysis: number of paid/defaulted loan from 1984–2010

sketching technique, and parallel, distributed computing [9]. One of Xtreme Gradi-
ent Boosting’s (XGBoost) most useful features is the application of parameters that
actively change the classifier and improve its accuracy or ease of understanding. Reg-
ularization, parallel processing, tree pruning, and the ability to increase learnability
are some of XGBoost’s best features. First off, XGBoost’s optimization functions
aid in the learner’s increased learnability. The inclusion of regularization techniques
like Ridge and Lasso regression, which lessenmodel bias, is XGBoost’s secondmost
useful feature. In essence, regularization is a technique that modifies the predicted
coefficients to decrease the variance and sample error. Regularization, also known as
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Fig. 4 Data analysis: average days till loan disbursement

Fig. 5 Loan status. Here
approved loan is represented
by 0 and declined loan are
represented by 1

regularized regression, has been presented to achieve generalization, early halting,
sparsity manipulation, etc.

Local InterpretableModel Agnostic Explanations The Local Interpretable Model
Agnostic Explanations (LIME), which denotes that it is used to explain certain
machine learningmodel predictions [10]. It is one of themost common andwell-liked
XAI approaches. As a result of manipulating the input data, a synthetic data stream
that only contains a small subset of the original properties is produced. LIME is an
explainable AI method that works with a variety of classifiers and may be used with
text, picture, and tabular data. Equation provides access to the LIME’s explanation
Eq. 1.

ξ(x) = argmin ζ( f, g, πx ) + �(g) [10] (1)
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Fig. 6 Performance evaluation: accuracy

4 Performance Metrics and Evaluation

Performance Metrics How precisely a state’s predictions reflect the actual world
is how accurate it is. It is expressed as a percentage of all forecasts that the frame-
work accurately forecasted. Accuracy becomes more important when true positives
and true negatives are more important than false negatives and false positives. In this
study, a true positive refers to an instance in which our system correctly finds anoma-
lies, whereas a false positive refers to an instance in which our system incorrectly
detects discrepancies.

Accuracy = CorrectPredictions

AllPredictions
(2)

The method to assess a system’s performance is provided by the Eq. 2. In this
instance, the total number of predictions is divided by the number of accurate predic-
tions. A model’s accuracy is a measure of how frequently, out of all the predictions it
made, the model produced the accurate forecast. For instance, a prediction accuracy
of 90% means that out of 100 predictions, 90 came true.

Precision can tell the difference between true positives and false positives. When
our system predicts that it will find an anomaly but the prediction is unreliable, a
false positive will result.

Predicted
Negative Positive

Actual Negative True Negative False Positive
Positive False Negative True Positive

The accuracy or correctness of all of a model’s positive predictions serves as
a measure of its precision. Additionally, it might be used to assess how well the
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algorithm predicts negative values when the equation is utilized Eq. 3.

Precision = TruePositive

TruePositive+ FalsePositive
(3)

Precision and recall both depend on relevance. Recall is the percentage of correct
predictions out of all the accurate forecasts that should have been made.

Recall = TruePositive

TotalActualPositive
(4)

As par Eq. 4, Recall is defined as the proportion of correct predictions divided by
the total number of right predictions it should have made. For example, if a model
has a recall value of 60%, it indicates that the model is capable of making 60 right
predictions out of the 100 it should have generated.

The F1-score offers a respectable balance of precision and recall even if it is not
frequently used as a measure of accuracy, precision, or memory. The F1-score is
calculated using a test’s accuracy and recall. The F1-score is more important than
accuracy if false negatives and false positives have a significant impact, according
to the Eq. 5.

F1 Score = 2× Precision× Recall

Precision+ Recall
(5)

When recall and accuracy are flawless, the F1-score becomes 1. Additionally, this is
the highest F1-score that can be obtained. The worst-case scenario, in which neither
the accuracy nor recall are present, results in an F1-score of 0.

Performance Evaluation To assess the dataset, we’ve trained a number of machine
learning algorithms. These algorithms produced results that were satisfactory and
more accurate. A sarcasm detection model may be simply trained using our sup-
plied dataset, according to the findings of numerous assessment measures, including
precision, recall, and F1-scores, which are also employed.

Figure 6 represents our finding after training with various machine learning algo-
rithms. We have utilized five different machine learning algorithms that are Logis-
tic Regression, XGBoost Classifier, AdaBoost Classifier, Random Forest Classifier,
and Decision Tree Classifier. Among them with 86.14% AdaBoost Classifier’s accu-
racy was the lowest. With 87.6% Logistic Regression too performed similarly like
AdaBoost. The remaining three algorithmsmanaged to acquire more than 93% accu-
racy whereas XGBoost managed to reach state-of-the-art accuracy with 95.58%.

Table 2 represents the precision, recall, and F1-score of the utilized machine
learning models. Here, it is clearly visible that although Random Forest, Decision
Tree managed to score close to XGBoost, in terms of their precision, recall, and
F1-score XGboost performed more moderately.

Moreover, Fig. 7 depicts the confusion matrix of each of the utilized machine
learning models. Here, we can visualize that XGBoost has more True Positive and
False Negative value than any other models. Furthermore, Fig. 8 represents the ROC
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Fig. 7 Performance evaluation: confusion matrix

Table 2 Performance evaluation

Framework Precision Recall F1-score

Logistic Regression 78.31 60.71 68.40

XGBoost Classifier 91.14 88.71 89.91

AdaBoost Classifier 7504 5660 6453

Random Forest
Classifier

88.05 81.07 84.41

Decision Tree
Classifier

84.68 85.04 84.86

curve for each of the algorithms. Finally, Fig. 9 illustrates the overall finding of each
models. Here accuracy is represented against its precision, recall, F1-score in order
to demonstrate the stability of the framework.

LIME Explainability Despite the proposed method’s XGBoost classifier’s high
precision, it is still important for the classification result to be interpretable. Thus
we have implemented LIME, which add explainability to our system. Figure 10
displays the four inputs, their predictions, and the LIME prediction. Here, A and D
is predicted as 0 or approved loan by our model and LIME identifies the underlying
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Fig. 8 Performance evaluation: ROC curve of a XGBoost classifier, b random forest classifier and
c decision tree classifier

Fig. 9 Performance evaluation: overall metrics comparison
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Fig. 10 Local interpretable model agnostic explanations. Here, a, d interprets the loan approval
decision; b, c interprets the loan declined decision
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features behind the prediction. Likewise, B and C are predicted as 1 or declined loan
by our model and the influencing features are highlighted as well through LIME.

5 Conclusion

This article proposes a comprehensive machine learning based architectural frame-
work for determining if a loan should be authorized. 5 different machine learning
techniques were used on the dataset to identify which algorithms are the most effec-
tive ideal for analyzing bank loan datasets. This study reveals that, in addition to
the Extreme Gradient Boosting and Random Forest and the other algorithms legit-
imately outperform each other. According to other performance metrics such as
accuracy metrics, precision, recall, and F1-score. These algorithms each attained a
certain accuracy rate ranging from 86% to 95%. Additionally, we determined which
key factors that affect a person’s loan application through Local Interpretable Model
Agnostic Explanations. This study has a lot of implications. The model may be used
to assist banks in drawing conclusion on approving loans. Additionally, the outcome
revealed which algorithms for machine learning performed poorly and are not appro-
priate for research. Our goal is to create a hybrid machine learning framework that
predicts and includes the most crucial characteristics that indicate a customer’s loan
application worthiness.
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Evaluating a Synthetic Image Dataset
Generated with Stable Diffusion

Andreas Stöckl

Abstract We generate synthetic images with the “Stable Diffusion” image genera-
tion model using the Wordnet taxonomy and the definitions of concepts it contains.
This synthetic image database can be used as training data for data augmentation
in machine learning applications, and it is used to investigate the capabilities of the
Stable Diffusion model. Analyzes show that Stable Diffusion can produce correct
images for a large number of concepts but also a large variety of different repre-
sentations. The results show differences depending on the test concepts considered
and problems with very specific concepts. These evaluations were performed using
a vision transformer model for image classification.

Keywords Image generation · Image classification · Image dataset ·Wordnet

1 Introduction

Current models for synthetic image generation cannot only produce very realistic-
looking images but also deal with a large number of different objects. In this paper,
we use the example of the model “Stable Diffusion” to investigate which objects and
types are represented so realistically that a subsequent image classification assigns
them correctly. This will give us an estimate of the models potential with regard to
realistic representation.

Pre-trained models, such as the one we present, also form the basis for further
finetuning to specific objects, as described in [29], and only need a few images of the
object. The prerequisite, however, is that the basic model can cope with the desired
objects and object classes.

With “Stable Diffusion”, we use a current model for image generation to create an
artificially generated dataset for training image processing systems.We then evaluate
the model using image classification. For the categorization of classes, we use the
same approach as ImageNet [5], which uses nouns from Wordnet [15].
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For the subset of our dataset that corresponds to the classes in the ImageNet
large-scale visual recognition challenge (ILSVRC) [30], we test with an actual image
classification method to see howwell our synthetic images can be classified. For this,
we use the Pytorch implementation of the vision transformer vit_h_14 model from
[6] which has a top 1 accuracy of 88.55% and a top 5 accuracy of 98.69% on the real
ImageNet data.

This synthetic data is also a good way to improve the diversity of data in a
supervised learning setting. They help to get more data without the time-consuming
labelling process. Synthetic data can also be seen as the logical extension of data aug-
mentation (e.g. [9, 18, 33]), which is standard in image processing. Seib et al. [32]
give an overview of different approaches to enriching real data with synthetic data.

2 Related Work

The “Stable Diffusion” model [26] we use is the latest representative of diffusion
models for image generation. The basis of these models was the work of [34]
which was improved in [8, 35]. Important and well-known other implementations
are “Google Imagen” [31], “GLIDE” [16], “ERNIE-ViLG” [38], “DALL-E” [23],
“DALL-E” [4], and “DALL-E 2” [22]. Examples of other image generators are
“Midjourney” (https://www.midjourney.com/) and “Google Parti” [37].

Borji [3] investigates how well images generated by DALL-E 2 and Midjourney
perform in object recognition and visual question answering (VQA) tasks and com-
pares the results with those on real ImageNet images. The results for the synthetic
images are significantly worse, and the authors conclude that “deep models struggle
to understand the generated content”.

In [2], Stable Diffusion,Midjourney, andDALL-E 2 are examined to see howwell
they perform in generating faces. They find that Stable Diffusion generates better
faces than the other systems. Furthermore, a dataset containing images of faces is
provided.

For the training of object recognition methods [7, 21, 28] and segmentation [13,
27], the use of different synthetic image data has been common for some time. Here,
the use of synthetic image generators, as described above, offers a variety of further
possibilities.

A project that provides access to synthetic image data generated with Stable
Diffusion is “Lexica” (Fig. 1—https://lexica.art/). It is a search engine that returns
results for a term from over 10 million images. However, the entire database cannot
be downloaded here, and there is no categorization.

A large database of 2 million images, which can also be downloaded and used
as open source, is offered and described in [36]. Besides the images, the dataset
“DiffusionDB” also contains the text prompt used to generate each image, as is
the case in our collection. Since this database consists of images that were created
by many different users and settings in Stable Diffusion, in contrast to ours, these
settings are also stored for each image.

https://www.midjourney.com/
https://lexica.art/
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Fig. 1 Lexica.art a synthetic image search

The data collectionwas created by the authors crawling the discord server of Stable
Diffusion and extracting the images including the prompt. Unlike our collection, this
does not result in systematic coverage of the wide range of possible concepts, but
rather a bias towards the applications that were of interest to the testing community.
It also lacks the hierarchy that we have available through the use of Wordnet and use
for analysis. The potential applications of “DiffusionDB” that are discussed focus
on prompt engineering and explanations and studies of deepfakes.

3 Generation of the Data

As a basis for image generation, we use the “Stable Diffusion” 1.4 model with
their Huggingface Diffusers library [19] implementation. This is a model that allows
images to be created and modified based on text prompts. It is a latent diffusion
model [26] trained on a subset (LAION-Aesthetics) of the LION5B text to image
dataset and uses the pretained text encoder CLIP ViT-L/14 [20] to encode the text
prompts, as proposed by Imagen [31].

Figure 2 shows an example of an image generated from the text prompt “haflinger
horse with short legs standing in water”. The example shows that the generator model
can represent different concepts with varying attributes and can also combine them
in a setting. We now want to create a dataset that contains images of a variety of
different concepts in order to evaluate the results.

For text input, we use the information contained in “Wordnet” [15]. Wordnet
organizes concepts into so-called “synsets”, which correspond to a meaning of one
or more words with the same meaning. A word with different meanings can thus
belong to several synsets. For example, the word “apple” has the meanings of a fruit
and a computer brand, each with a synset for these concepts.
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Fig. 2 Image for the text “haflinger horse with short legs standing in water”

In addition to the name, further information is contained for each synset, such
as a unique wordnet number and a definition. A directed graph spans between the
synsets, which represents the relationships “hypernyms” (a word with a broad mean-
ing constituting a category into which words with more specific meanings fall) and
“hyponyms” (a word of more specific meaning than a general or superordinate term
applicable to it) and thus makes the hierarchical relationships derivable by being able
to output superordinate terms and subordinate terms of a concept.

Starting from the Wordnet synset “object.n.01”, we build a list of 26,204 synsets
of nouns by recursively calling the “hyponyms”. For each of these nouns, we use the
description of the synsets in Wordnet for the text prompts of the image generator.
For each synset, 10 images are generated and stored under the name of the synset
with the number appended. This results in a total of 262,040 images for our dataset.
The default settings for Stable Diffusion are 512× 512 pixels, 50 inference steps,
Guidance Scale 7.5, and PLMS sampling [11]. On an RTX3090 GPU, it took about
6 seconds to create an image. This resulted in a total time of more than 18 days for
the creation of the whole dataset.

An example of such a prompt is: (synset for dogs)
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“a member of the genus Canis (probably descended from the common wolf) that
has been domesticated by man since prehistoric times occurs in many breeds”

Togetherwith the 10 images per synset, a text file is saved that contains the name of
the synset (e.g. “dog.n.01”) and the wordnet number (e.g. “n12345678”) in addition
to the prompt used. The dataset can be downloaded fromKaggle https://www.kaggle.
com/datasets/astoeckl/stable-diffusion-wordnet-dataset.

4 Results

First, let us look at some examples of generated images. Figure 3 shows the images
generated for the term “Coucal”, Fig. 4 for the term “Soccer Ball”. It shows on the
one hand that very realistic photos were created, and on the other hand a large variety
in the representation.

Figure 5 shows the attempt with the abstract term “frame buffer”. Here, the model
naturally finds it difficult to generate suitable images.

Fig. 3 Generated images for “Coucal”

Fig. 4 Generated images for “Soccer Ball”

https://www.kaggle.com/datasets/astoeckl/stable-diffusion-wordnet-dataset
https://www.kaggle.com/datasets/astoeckl/stable-diffusion-wordnet-dataset
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Fig. 5 Generated images for “frame buffer”

Fig. 6 Generated images for “Cocksucker”

4.1 NSFW Filter

Stable Diffusion has a safety filter that is supposed to prevent the generation of
explicit images. Unfortunately, the functionality of the filter is obfuscated and poorly
documented. In [24], it was found that whilst it aims to prevent sexual content, it
ignores violence, gory scenes, and other similarly disturbing content.

Our tests with sexual content have shown that the filter does not work reliably
here either (see Fig. 6 for “Cocksucker”). A black image indicates that the filter has
suppressed the output.

An example of filters that have triggered incorrectly is shown in Fig. 7 for the
term “System Clock”.

We examine which classes trigger the filter and therefore generate black images.
In total, 4620 black images were generated. This is a percentage of 1.76% over all
images.
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Fig. 7 Generated images for “System Clock”

Fig. 8 Number of correct classified images per class

4.2 Classification with Vision Transformer

We not only to look at and evaluate individual images, but to perform systematic
evaluations for a subset of our dataset that is included in the ImageNet large-scale
visual recognition challenge (ILSVRC) [30]. That is 861 classes. We use the Pytorch
implementation of the vision transformer vit_h_14model from [6], which has a top 1
accuracy of 88.55% and a top 5 accuracy of 98.69% on the ImageNet data, to verify
that the generated images can be correctly classified.

A review of all 8610 images from the considered subset yields a average correct
classification of 4.16 images per class (maximum 10) with a average standard devia-
tion of 3.74, across all classes. The histogram in Fig. 8 shows the large spread in the
number of correct classifications. The black images generated by the NSFW filter
are part of the statistics.
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Fig. 9 Number of correct classified images over “depth” in Wordnet

It can be seen that although at least one correctly recognized image was generated
for a large part of the classes (73%), only for 14% of the classes all 10 images were
recognized again. This also reflects the observation made at the beginning of Sect. 4
on the basis of some examples that the generated images of a class differ strongly.
This complicates the task for the classification procedure.

In the Wordnet Taxonomy, there is a “depth” parameter that specifies how many
steps you have to descend from the base class to get to the given class. It is therefore
a measure of how specific a class is. We now investigate the dependence of the
classification rate on the depth.

Looking at the mean recognition rate as a function of depth, the picture of Fig. 9
emerges, indicating a slightly decreasing recognition rate with increasing depth.
Generated images of more specific concepts are thus somewhat more difficult to
classify correctly.

Let us now consider the recognition rate of some groups of objects. Using the
hierarchy of Wordnet, the associated classes were combined for some groups of
concepts, and the average recognition rate was determined in each case. Table 1
shows the results.

Remarkable are the good recognition rates for buildings. Figures 10 and 11 show
the images for the term “Restaurant” and “Monastery”, where 5 each were correctly
classified. Figure 12 shows the images for “Greenhouse” all 10 of which were cor-
rectly recognized.

The “Animal” superclass shows below-average classification rates. If we look a
little closer at this group, we see that for 162 animal classes, no imagewas recognized
at all. And that the average depth in the Wordnet hierarchy for animals with 12.2 is
higher than the overall average of the test classes with 10.4. The test set thus not only
contains a particularly large number of classes 376 for animals but also particularly
specific ones. These may have made detection more difficult.
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Table 1 Recognition rate of different object classes

Group Number of classes Mean Std.

Vehicle 61 4.95 3.79

Animal 376 2.72 3.35

Machine 14 4.14 4.26

Fruit 8 4.5 3.55

Building 11 7.18 2.64

Tool 13 3.85 3.46

Mean 861 4.16 3,74

Fig. 10 Generated images for “Restaurant”

Fig. 11 Generated images for “Monastery”

Looking at individual specific examples, such as Fig. 13 (showing an example
of the term “black footed ferret”) and Fig. 14 (showing an example of the term
“leafhopper”), “StableDiffusion” obviously reveals significant deficiencies in animal
science.

To further overview the results for groups of concepts, we consider some visual-
izations in the next section.
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Fig. 12 Generated Images for “Greenhouse”

Fig. 13 Generated images for “black footed ferret”

Fig. 14 Generated images for “leafhopper”
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4.3 Visualization with Word Embeddings

To create a “map” of the terms that shows which of the images generated by Stable
Diffusion are correctly recognized by the vision transformer model, and how good
the recognition rate is in each case, we plot the terms by semantic meaning in 2D
and colour each by subgroup. The size of a circle indicates the number of correctly
classified images. To determine the positions on this map, we use word embeddings
[14] for the names of the order classes. We use the “fast text model” [1] that was
pretrained on Google News and Wikipedia data, since it is trained on the subword
level, and the embeddings of the terms can be composed from these. This also avoids
that our tested terms are not present in the vocabulary. Using “Gensim” [25], the
model was loaded, and the 300 dimensional vectors were extracted.

For the two-dimensional representation, a dimension reduction is necessary for
which we used PCA [10] and TSNE [12]. Scikit Learn [17] was used for the compu-
tation. For labels consisting of more than one word, the embeddings of the individual
words are added to obtain an embedding of the object.

Figure 15, for example, shows the “map” coloured for the superclass “animals” and
projected by PCA. Here, too, the many small red dots corresponding to classes that
were not correctly recognized are noticeable, as described in the previous section.
Figure 16 shows the superclass “building” projected using TSNE. The different
classes are not very well represented here by embedding in a common region. The
good classification rate of “buildings” is shown by the relatively large red circles in
the figure.

Fig. 15 Map of correct classified images for animals with PCA
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Fig. 16 Map of correct classified images for buildings with TSNE

5 Summary and Future Work

Using the Wordnet taxonomy, it was possible to automatically generate synthetic
images for a wide spread set of concepts by using the definitions of the concepts as
a prompt for Stable Diffusion.

This dataset can now be used as a basis for various image processing applications
that use it for data augmentation. It would be interesting to see if image classification
or object detection methods can benefit from this data augmentation. It would also
be interesting to train an image classification model like vision transformer on our
synthetic dataset or an even larger one and test it on real data.

A second aspect for which the dataset can be useful is to better analyze and
understand the generation system “Stable Diffusion”. Our first analyzes show that
Stable Diffusion generated at least 1 correct image for 10 trials for a wide range of
concepts (73%). So for a large part of the world, there is information in the system.
On the other hand, very different images are generated for one concept, which is
useful for a generative system to be creative, but this also decreases the recognition
rate.

We have also seen that different groups of concepts were “understood” differently,
as could be seen for example with very specific animal species. There is plenty of
room for further investigation and evaluation here.

Finally, it has been shown that the system’s filter for unwanted content does not
work reliably.
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Can Short Video Ads Evoke Empathy?

Hasrini Sari, Yusri Mahbub Firdaus, and Budhi Prihartono

Abstract Short videos have become an essential tool in digitalmarketing to increase
sales and performance. This study investigates the effectiveness of short video adver-
tisements that evoke empathic emotions. Three factors in the video are considered:
point-of-view, location, and audio. The study object is a short video posted by a
café. Data were collected using an experimental design method. This study adopts
a pre-test and post-test measurement instrument to measure the viewers’ empa-
thetic emotions. The pre-test measures participants’ trait empathy, and the post-test
measures state empathy. The gap between these two kinds of empathy shows the
effect of the video. The story is about a man reading a book in a cafe who is feeling
annoyed by the loud laughter of a girl sitting nearby. This study uses eight videos
as the stimulus. One is the existing video as the control stimulus. Besides the ques-
tionnaire, this study uses EEG and an eye tracker to measure the participants’ brain
waves and visual attention. Twenty-two males and seventeen females participated
in this within-subject experiment. The result shows significant differences between
indicators of empathic emotion before and after watching the video. Based on the
robust regression method, only two factors significantly influence empathy: audio
and point-of-view. However, these two factors can only explain the 8.35% variance
of state empathy. Further investigation to explore the influence of gender using a
t-test shows no significant differences between the two groups.
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1 Introduction

Video is a communication medium to distribute synchronized sound and images [8].
Block [3] explains that what we see are moving images when we watch TV, movies,
or videos. If the image being viewed is a movie or video, the viewer can feel the
emotional effect after watching the movie or video.

Short videos have become an essential tool in digital marketing to increase sales
and performance. Short video advertising is gaining popularity especially in social
media. Addo et al. [2] state that short video advertising has a significant direct
relationship with sales. Ge et al. [11] investigate user-generated short videos in social
media. The result shows that music and female vividness significantly affect product
sales.

However, many videos are intended not only for sales but also to evoke certain
emotions in the viewers. Former studies investigate the effect of video games [13]
and movie trailers [10] on emotion. Choe et al. [6] argue that the same video scene
evokes different emotions in different individuals. This study investigates factors
that can evoke empathy in viewers after watching a short video. The result can help
marketers in creating more effective short video ads.

2 Literature Review

2.1 Empathy

Empathy is defined as a person’s emotional response based on that person’s under-
standing of another person’s emotional stimulus or emotional state [9]. Shen [21]
explained that empathy is divided into two: trait empathy and state empathy. Trait
empathy is the initial concept of empathy which views empathy as a person’s funda-
mental nature. State empathy is the concept of empathy that arises because of certain
conditions, including information. In simple terms, state empathy is the empathy
that is generated when someone is faced with a condition. Shen [21] measures the
state of empathy after someone processes information from a message. Shen [21]
divides empathy into three dimensions: cognitive empathy, affective empathy, and
association empathy. Cognitive empathy refers to the conditionwhen a person takes a
particular perspective. This perspective-taking process involves recognizing, under-
standing, and adopting another’s point-of-view. Affective empathy is the activation
of affective responses to the emotions of others that involves the process of under-
standing the feelings of others. In comparison, association empathy is the stagewhere
the audience can project themselves into the message or act as if they are part of it.
Shen [21] develops a measurement instrument for each of the three dimensions of
empathy.
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2.2 Information Delivered in a Video

Block [3] explains that three factors influence the audience of a video: story, sound,
and visual. A story is a series of events to be conveyed. Sound is a series of dialogue,
sound effects, or music used to support the story being told. Meanwhile, visual
is a visual description of the story that can be seen. Block [3] adds three aspects
that affect the visual of an image: story, viewpoint, and location. The point-of-view
describes the emotions of each object in the image. Verleur et al. [23] explained that
the audience would see the character’s emotions well when the camera is closer to
the character’s face (close-up). In comparison, location is the place/setting of the
story that is described.

According to Ginea and Thomas [12], two factors influence the delivery of infor-
mation in a video: audio and picture. The experiment in this study was carried out by
manipulating the image displacement per second (fps) of the existing video. Based
on their research, the audience still obtained the information through the video’s
sound even though the fps was changed.

2.3 Brain Waves

Nerves in the brain communicate with each other through waves of electrical
impulses. There are five brain wave types: Gamma, Beta, Alpha, Theta, and Delta.
Each of these waves has a different frequency and different function. Delta wave
(0.5–4 Hz) is generated when someone sleeps. Theta (3–8 Hz) exists in deep relax-
ation and meditation conditions. Alpha (8–12 Hz) exists in relaxation and passive
attention conditions. Beta (12–27Hz) is generatedwhen someone is in an activemind
condition, and Gamma (>27 Hz) is when someone concentrates on thinking about
something [1]. Ismail et al. [14] found a relationship between human emotions and
brain wave activation. Four types of emotions, namely (anger, happiness, emotional
surprise, and sadness), are investigated. The result shows that each emotion triggers
the production of different types of brain waves. The emotion of anger drives the
Theta wave produced. Sadness drives two brain waves, namely Delta and Theta.
Happy emotion triggers the generation of the Alpha wave. In contrast, emotional
surprise triggers almost every type of brain wave.

3 Methods

This study examines the effectiveness of a short video post on Instagram. The video’s
objective is to evoke the state empathy of the viewers. This study uses the story as
the control variable by referring to the three aspects of a visual image put forward by
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Block [3]. Two different point-of-views, two different locations, and the existence
of audio are tested.

Therefore, three hypotheses were formulated as follows:

H1: The location in the video has a positive relationship with the state empathy.
H2: The point-of-view in the video has a positive relationship with the state
empathy.
H3: The audio in the video has a positive relationship with the state empathy.

The object is a video ad from Café X posted on its Instagram. According to
management, the short video has not generated empathy because visitors have not
shown the desired behavior. This study focuses on associative empathy because it
is a dimension of empathy that connects perception and action. However, because
association empathy is a stage after cognitive empathy and affective empathy, in this
study, cognitive and affective empathies were still measured by limiting the number
of questions. The measurement instrument used is a questionnaire using a 5-point
Likert scale which refers to Shen [21]. Participants filled out the questionnaire after
seeing the stimulus. While before the experiment, the participants also filled in a
questionnaire developed by Corte et al. [7]. Trait empathy reflects empathy which is
a person’s nature.

Data collection used a muse band and eye tracker. A muse headband is a device
used to measure brain waves. The relevant brain wave for measuring empathy is the
Theta wave. According to Ismail et al. [14], Theta waves come from the right part of
the brain that reflects the emotion of anger. The muse has seven calibrated sensors—
two on the front of the head, two on the back of the ear, and three as reference
sensors—that detect and measure brain activity.

Eye tracker was used to measure eye movement to find out the participants’ areas
of interest [4]. There are two types of eye trackers based on how they are used:
wearable eye trackers and remote eye trackers. In this study, the type of eye tracker
used is a remote eye tracker called the 3GP eye tracker. The device is placed in front
of the participant and connected to a computer screen that displays the stimulus.

This study also uses a muse headband in the data collection process. A muse
head band is a device used to measure brain waves. The relevant brain wave for
measuring empathy is the Theta wave. According to Ismail et al. [14], theta waves
come from the right part of the brain that reflects the emotion of anger. This study
uses electroencephalogram (EEG) to measure the wave. According to Lal and Craig
[15], EEG can provide information about changes in a person’s brain condition by
measuring brain waves. In addition, Neumann and Westbury [17] stated that EEG
has electrodes that can record the activity of neurons in our brain by attaching them
to the scalp. This study uses muse and an EEG that measures the brain’s work based
on the waves it receives. The muse has seven calibrated sensors—two on the front
of the head, two on the back of the ear, and three as reference sensors—that detect
and measure brain activity.

Data collection uses an experimental design method. The three basic principles
of experimental design are [16]: randomization, replication, and blocking. Random-
ization is the form of randomizing the test sequence to meet certain probability
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distribution assumptions and reduce systematic errors. Replication is the repetition
of a test treatment to allow the estimation of an experimental error (for statistical
inference) and increase research precision by reducing random error. Blocking is an
activity to eliminate variability due to factors, not of concern to research (nuisance
factors).

In this study, there are two factors and two levels for each factor. Levels are
denoted by 0 and 1. The factors and levels can be seen in Table 1.

Data were collected using an eye tracker to test the hypotheses of location and
point-of-view. Meanwhile, to test the audio hypothesis, using data collected from the
muse band.

The type of experiment used is a 2k factorial design, so the number of required
stimuli is 23 = 8. The control variables in this study were the actor/actress, the
story, and the duration of the video. The story depicted in this video is that the main
character, named Hardianto, was focusing on reading a book, while the supporting
character, named Fasya, was sitting nearby and playing with her cell phone and
laughing out loud without paying attention to the people around her. Hardianto, who
was reading a book, was annoyed and looked at Fasya with annoyance. As for the
duration, this video is 8 s long. Examples of the stimuli can be seen in Fig. 1.

The stimulus display method used in this study is within-subject so that partici-
pants can compare the stimulus received in the experiment. This study uses a partial
counterbalancing approach in determining the sequence of the stimuli to minimize
the carry effect.

Table 1 Factors and level

Factors Level References

Location 0: outside of the café; 1: 1: inside the café Block [3]

Point-of-view 0: close-up of the main character; 1: close-up of the
supporting character

Block [3]; Verleur
et al. [23]

Audio 0: without audio; 1: with audio Ghinea and Thomas
[12]

Fig. 1 Examples of stimuli, a existing video (outside, the supporting character, no audio);
b stimulus (inside, main character, audio)
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At last, the experiment procedure and protocol were made as guidance during
the experiment. The procedure contains steps of experimenting as follows: (a) The
participant enters the experiment room; (b) the participant reads the experiment
protocol; (c) the participant has explained the experiment rules; (d) the participant
signed the statement of participation; (e) the participant fills in the trait empathy
questionnaire; (f) the participant is explained about the scenario of the experiment;
(g) The participant wears the muse band and calibrated; (h) eye tracker calibration;
(i) stimulus displayed; and (j) the participant fills in the state empathy questionnaire.
The protocol describes the experiment’s goal, the experiment rules, the statement of
willingness to participate, and the scenario of the experiment.

The sample of this study refers to the target market of the café, which are aged
between 17–23 years old, students, have more than 2.5 million rupiahs monthly
spending, and follow the Instagram of the café. Theminimum number of participants
for the experiment using an eye tracker is 30 [19], and EEG is 15 [24]. Therefore, this
study sets 30 as the minimum number of participants. The data collection location
was in theLaboratory of Innovation andEnterprise SystemDesign, Institut Teknologi
Bandung. Before the data collection, a pilot test was conducted, and the result was
used to refine the experiment procedure and protocol.

4 Data Collection

The data collection process resulted in participant profiles as follows: 56.41% of
participants were male, the age of participants ranged from 17 to 23 years, and
all were students. In addition, all participants follow the Instagram of Cafe X and
have a monthly expenditure of less than IDR 2500.000. The characteristics of these
participants are following the target market of the café.

Pre- and post-test questionnaire validity was measured using Pearson correlation,
and the result showed that all the indicators have a significant value of less than
0.05. The questionnaire reliability test showed that Cronbach’s Alpha values were
0.710 and 0.905. The questionnaires are reliable because according to Malhotra and
Birks [16], the measurement instrument is reliable if it has a Cronbach’s Alpha value
greater than 0.6.

The first step of data processing was data normalization using a min–max method
to data collected from the eye tracker and muse band. Normalization was done for
the eye tracker because there were two data types: attention duration and frequency.
For data from the muse band, normalization was done to investigate changes in the
temporal brain of the participants during the stimulus exposure. Furthermore, the
gap value between trait and state was also calculated to indicate the level of empathy
changes.

The next step was normality data testing using the Kolmogorov–Smirnov test.
The results of the data normality test showed that there were data with a significance
value of less than 0.05, namely location and empathy. Therefore, it can be said that
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Table 2 Output of robust
regression analysis Variable Coefficient Std. error Probability

Audio (A) 13.482 2.584 0.0000

Location (L) − 0.079 1.154 0.9453

Point-of-view (PV) − 1.632 0.612 0.0077

Constanta 17.065 1.500 0.0000

the data held are not normally distributed. Therefore, the regression test used is robust
regression. The result of the regression analysis can be seen in Table 2.

Table 2 shows two significant variables: audio and point-of-view. Therefore,
hypotheses 2 and 3 are accepted. Therefore, the regression equation is:

State empathy = 17.065+ 13.482A − 0.632PV (1)

The adjusted R2 of the equation is 0.0835 or 8.35%. This value shows that the
point-of-view and audio factors can explain the empathy variance of 8.35%. In
contrast, other variants of 91.65% are explained by other variables that have not
been considered in this study.

The third step is comparing participants’ empathy levels before and after seeing
the stimulus. The hypothesis was tested using paired t-test twice, for data collected
from the questionnaire and muse band. From the point-of-view, data were compared
between the video using the supporting and the main character. The hypothesis is
as follows: H0: State empathy of the participants is the same for both types of
point-of-view.

H1: State empathy of the participants is significantly different for different types
of point-of-view.

The result showed that H0 is accepted (p-value 0.119 for the questionnaire and
0.311 for the muse band). Therefore, the differences are not significant.

For audio, the hypothesis is as follows:
H0: State empathy of the participants is the same, with or without audio.
H1: State empathy of the participants is significantly different for video with and

without audio.
The result showed that H0 is rejected (p-value 0.00 for the questionnaire and 0.022

for the muse band). Therefore, the stimulus with audio differs significantly from the
stimulus without audio, where the mean value for audio is high.

5 Results and Discussion

This study uses two tools: an eye tracker and a muse headband. Eye tracker collects
visual data and is used for testing the influence of point-of-view and location on
empathy. Muse band collects the Theta wave and is used to test audio’s influence on
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empathy. The weakness of using these tools is that they are susceptible to movement;
therefore, calibration should be done several times during the experiment.

Regression analysis shows two factors significantly influence empathy: audio and
point-of-view. However, paired t-test to investigate the state of empathy between the
stimulus of themain character and the supporting character’s point-of-view shows no
significant differences. Therefore, the stimulus designed using the main character’s
point-of-view cannot evoke a significantly different level of empathy relative to
the existing video (control). Spencer et al. [22] also finds no significant effect of
point-of-view of a step-by-step video to the performance of students with disability.

Data collected from the eye tracker show that the Area of Interest (AOI) of partic-
ipants on the main character is higher for all stimuli with a supporting character
point-of-view. The negative coefficient of point-of-view in the regression equation
may indicate that participants give more attention to the main character when the
video shoot close-up of the supporting character. The participants’ curiosity may
cause this condition on the main character’s face. At the beginning of the video,
the main character’s face is not visible because of his back to the camera. Further
investigation to explore the effect of participants’ gender on response using unpair
t-test analysis shows no significant differences (p-value > 0.05). This in line with
the previous study from Matern et al. [18] shows that gender does not significantly
influence selective attention of young adult on a video game.

This study investigates three independent variables that resulted in a low value of
adjusted R2 (8.35%). Further research can involve other variables, namely lighting,
color, and duration, to improve the quality of the research model. Brown [5] explains
that lighting and colors used in videos can be used to direct viewers to specific
emotions. In comparison, in their research, Verleur et al. [23] used a 50s video
to find out the emotions felt by someone. Another thing that can be the focus of
future research is how long the emotions caused by watching videos will last. In
their study, Palmer et al. [20] found a significant effect of different video durations
on the confidence–accuracy relationship in the context of eyewitness identification
decisions.

6 Conclusion

This study investigates the factors of a short videopublishedon Instagram to evoke the
emotion of empathy. Three factors in the video are considered, namely point-of-view,
location, and audio. EEG and an eye tracker are used to measure the participants’
brain waves and visual attention. The result shows that audio and point-of-view are
significant in evoking empathy. However, the variance explained by these two factors
is relatively small.

Further investigation shows that the gap in empathy level before and afterwatching
the video is not significant for stimuli with a different point-of-view. In conclusion,
audio in a short video is essential to evoke viewers’ emotions. Further study can be
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done to investigate the influence of lighting, color, and duration. It is also interesting
to study the effect of curiosity.
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Optimize One Max Problem by PSO
and CSA

Mohammed Alhayani , Noora Alallaq , and Muhmmad Al-Khiza’ay

Abstract The optimal solution in mathematical concepts, computer science, and
finance is to find the best solution out of all possible solutions. The type of optimiza-
tion problem is determined by whether the variables are continuous or discrete.This
study presents a One Max solution that shifts from the notion of optimization to the
notion of the optimal strategy. Based on the time dimension difference, the CSA and
PSO algorithms have been proposed as more effective in optimization, since the PSO
algorithm is the oldest in the optimization field and CSA is modern. Nevertheless,
despite being newly configured, the CSA algorithm has proven its effectiveness. Both
algorithms must use values that are generated at random. Each cycle has a predeter-
mined range of values for 100, 500, and 1000 cycles, and the values are calculated
using the Sigmoid function. They go through 30 cycles with a number of function
evaluations of 100,000. The Sigmoid function, which raises values above 0.5–1, is
used to display the results for each range of 30 values. The results showed that the
CSA algorithm outperformed PSO by 20% in terms of improvement values for each
cycle (100, 500, and 1000). The CSA algorithmwas selected as the preferred method
for improving the One Max problem because of its efficiency and speed. Moreover,
it has less dispersion than the PSO algorithm.
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1 Introduction

Marketing investigators are interested in achieving peak performance,which it neces-
sarily involves personal well-being, self-determination, and efficiency. The working
principle for optimum results is challenging, resulting in an out-of-the-ordinary
state of effectiveness. The optimization problem in mathematics, computer science,
and economics is to discover the optimal answer from all potential solutions. Opti-
mization problems are classified into two types based on whether the variables are
continuous or discrete.

This study covers One Max Problem Optimization that maximizes the number of
ones in a feasible solution, and the problem itself is quite simple and widely used in
the evolutionary computational community. The instructions lead to solving the One
Max problem using Particle SwarmOptimization (PSO) and Crow Search Algorithm
(CSA). Each program runs 30 times with the number of function evaluations =
100,000. Take upper bound = 1 and lower bound = −1. The problem is solved for
three different dimensions which are D = 100, D = 500, and D = 1000. The two
algorithms were compared using the following metrics:

Best, Mean, Median, Worst, and Standard Deviation. Also, make statistical
analysis using Wilcoxon, etc.

Particle Swarm Optimization and Crow Search Algorithm were presented for
solving continuous optimization problems. On the other hand, the OneMax problem
is a binary optimization problem, so the solution space must be adapted from the
continuous domain to the binary domain. It can be used Sigmoid function for this
purpose.

Simple steps in the Algorithms:
Firstly, generate a random number between the lower bound and upper bound.

Suppose it is −0.3232. Calculate Sigmoid (−0.3232) = 0.419. So, if it is less than
0.5, it becomes 0. The objective value is 0 [1].

After that PSO and CSA generate a new solution using the existing solution
(0.3252). Suppose it is −0. 5131. Calculate Sigmoid (−0.5131) = 0. 374. Again
it is less than 0.5, and it becomes 0. The objective value is 0. After that, the two
algorithms generate a new solution using the existing solution (−0.5131). Suppose
it is 0. 0856. Calculate Sigmoid (0.0856) = 0.521, now it is greater than 0.5 so it
becomes 1. The objective value is 1.

The following sections represent this paper: Sect. 1: Introduction; Sect. 2: Liter-
ature Review; Sect. 3: Methodology; Sect. 4: Experimental Outcomes; Sect. 5:
Discussion; and Sect. 6: Conclusion.
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2 Related Work

Business researchers are concerned with optimal performance, which necessitates
personal well-being, independence, and optimization. The operating mechanism for
optimum performance is complicated, which results in an unusual state of perfor-
mance. Any system’s performance status can advance from one level to another,
increasing output, effectiveness, and delivery time [2]. The level of optimal perfor-
mance affects why performance is at its best. Understanding the complexities of
optimal functioning, such as how someone achieves optimal cognitive functioning,
is novel, especially in terms of educational and social implementation methods, and
it advances our understanding of the relationship between optimization and optimal
performance [3].

The CSA algorithm has been used by researchers to address a wide range of
issues in numerous fields [4]. In order to address integer optimization and minimax
problems, this study suggests a new cuckoo search algorithm that combines the
cuckoo search algorithm with the Hill-Climbing approach. The suggested strategy
is known as Cuckoo and Hill-Climbing Hybrid Search (CSAHC). The Hill-Climb
algorithm is used by CSAHC as an intensification process to speed up the search and
overcome the slow convergence of the conventional cuckoo search algorithm after the
standard Cuckoo search is applied to the number of iterations. By using 13 criteria,
performance validation is determined. According to the results of an experimental
simulation, CSAHCworks better than regular CSA [5]. Our contribution to this study
is to suggest other optimization algorithms like PSO to solve the One Max problem
and compare them among other criteria.

PSO, a strategy for optimization that was inspired by social animals’ group
behavior, was one of the techniques the researchers covered. A swarm of particles
may flow across the parameter space that specifies the courses pushed by them as
their best performers and those of their neighbors, and this is how the set of potential
solutions to an optimization problem is established. The ability of Particle Swarm
Optimization to resolve various optimization issues in chemical measurements is
demonstrated in this work. Through the offered succinct literature survey as well as
many other fields of chemical measurement, optimization can be used. It has been
demonstrated to be helpful for signal alignment as a result of its capacity to find the
ideal orientation in space according to the projection index or for variable selection
[6]. It can use PSO for solving the One Max problem for its high ability to spread
and determine values in different places.

Researchers have first introduced the Automatic Propulsion Particle Swarm Opti-
mization (CSA–PSO) technology, which serves both electric companies and their
customers in terms of economic and environmental benefits. In this study, the allo-
cation, size, and number of urban planning clusters were optimized based on the
goals of minimizing overall costs and energy loss [7]. To calculate the decrease in
overall costs and total energy losses, a new reduction ratio formula is applied. It is
demonstrated that the CSA–PSO method is superior at resolving the optimal power
flow problem with RDGs, compared to recent metaheuristic innovations [8]. It can
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be said that the contribution that PSO and CSA make in the field of improvement
and problem solving is the best in all areas.

3 Methodology

This research study provides a more thorough comparison between the PSO and
CSA algorithms in order to look into the various optimization approaches for the
One Max problem. Without going against restrictions, optimization works toward
(the best or most efficient use) of a particular set of parameters. Cost reduction and
maximizing productivity and efficiency are the most typical objectives. One of the
primary quantitative methods used in industrial decision-making is optimization.
Each algorithm is executed 30 times with job evaluation count= 100,000. The upper
bound= 1 and the lower bound= −1. The solution to the problem has three different
dimensions which areD= 100,D= 500, andD= 1000. The following criteria were
used to compare and evaluate the performance of the two algorithms: Best, Mean,
Median, Worst, and Standard Deviation. Also, we have statistical analysis using
Wilcoxon. The way it works is generate a random number between the lower bound
and the upper bound. According to the Sigmoid function, if the value is less than 0.5,
the objective value becomes 0. If it is greater than 0.5, it becomes 1. For execution,
30 values will be collected for each of the three dimensions (100, 500, and 1000)
of the two algorithms, and a comparison will be made between their output values
according to the criteria mentioned above.

3.1 Particle Swarm Optimization (PSO) Algorithm

A stochastic optimization algorithm, introduced in 1995, is a population-based that
is driven by the intelligent collective behavior of some animals such as flocks of
birds or flocks of fish and ants, and also it has undergone many improvements. It is
a technique for computing that enhances an issue by iteratively attempting to raise
the quality of a possible solution [9]. By moving a set of potential solutions—here
referred to as particles—in the search space in accordance with a straightforward
mathematical formula over the particle’s position and velocity, it solves problems.
Each particle moves toward the best-known positions in the search space, which
is updated when other particles find better positions. This movement is governed
by each particle’s local most well-known position. It is anticipated that this swarm
would promote better solutions [10].

These are the definitions of the corresponding update formulas for PSO [11]:

vi j (k + 1) = w · vi j (k) + c1r1
(
pbesti j (k) − xi j (k)

)

+ c2r2
(
gbest j (k) − xi j (k)

)
(1)
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xi j (k + 1) = xi j (k) + vi j (k + 1), j = 1, 2, . . . , D (2)

The current position is xij(k) for the jth dimension of the ith particle in the kth iteration
and vij(k) is the velocity for the ith particle in the jth dimension in the kth iteration;
pbesti = (pbesti1, pbesti2, …, pbestiD) is the best position for the ith particle that has
ever been searched. W is the inertia weight, which influences how much the particle
maintains its initial velocity, determining the tendency to be optimized globally or
locally. gbest = (gbest1, gbest2, …, gbestD) is the best place for which all particles
have ever been searched. This model’s purpose is to mimic bird behavior, and it
is: Each unique bird is represented as a random point in the Cartesian coordinate
system with an initial velocity and position. Run the program again, this time using
the “nearest proximity velocity match rule,” and set each individual’s speed to equal
that of its closest neighbor. If the iteration is repeated, all of the points will quickly
have the same velocity. Because this model is overly naive and divorced from actual
settings, an additional random variable is added to the speed component. In other
words, in addition to satisfying “the nearest proximity velocity match,” each speed
will also have a random variable added to it at each iteration, making the overall
simulation resemble the real scenario, as shown in the pseudocode below [12, 13].

For each particle
Set position and velocity at random.

End
t = 1
Do

For each particle
Determine the fitness function
If fitness value > pBest Then

Set current fitness value as pBest
End
Update particle with best fitness value as gBest
For each particle

Calculate new velocity using equation (18)
Update position using equation (19)

End
t = t + 1
While (t < maximum iterations)
Post process the result.

3.2 Crow Search Algorithm (CSA)

It is a new metaheuristic optimization method that mimics the cognitive behavior of
crow swarms. Askarzadeh introduced this technique in 2016, and preliminary results
have shown its capacity to solve numerous complex engineering optimization issues.
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It works by simulating birds storing and collecting surplus food as needed using a
newly developed swarm intelligence algorithm [14]. In optimization theory, the crow
is the researcher, the surrounding environment is the search space, and randomly
storing the position of the food is a possible option. The location with the most food
is regarded as the universal optimum solution among all food locations, with the
quantity of food as the aim function. It works by duplicating the intelligent behavior
file of crows, which has gotten a lot of interest because of advantages like simple
implementation, a minimal number of parameters, adaptability, and so on [15].

The definitions of the corresponding formulas for CSA are [16]:

x iter+1
i = x iteri + ri · fliteri

(
m iter

j x iteri

) → x iter+1
i = a random position. (3)

x iter+1
i = {

x iteri + ri · fliteri

(
m iter

j x iteri

)
ri ≥ APiter, a random position. (4)

ri is an integer number between 0 and 1, and fli iter denotes the flight length of crow i
at iteration iter, where APi iter signifies the awareness probability of crow j at iteration
iter [17].

3.3 One Max Problem

One Max problem is a simple optimization problem. The aim of the problem is
maximizing the number of ones in a feasible solution x. x can be either 0 or 1 [18].
The formula of the problem is given below.

max f (x) =
D∑

i=1

xi , (5)

whereD is the dimension of the problem. OneMax problem is a binary optimization
problem so that the solution spacemust be adapted from continuous domain to binary
domain. We can use the Sigmoid function for this purpose. The Sigmoid function
[19]: If Sigmoid (x) ≥ 0.5, then it becomes 1, otherwise 0.

sigmoid(x) = 1

1 + e−x
. (6)
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4 Experimental Results

The results of the values for the PSO and CSA algorithms were collected, and the
collection of values was based on implementation thirty times in three different
dimensions (100, 500, and 1000). In each execution cycle, random numbers were
generated depending on the mentioned dimension range. The resulting value is
confined between the lower bound, which is −1, and the upper bound, which is
1. Depending on the Sigmoid function, the output value is made either 1 or zero, and
the values confined within the range are summed for each cycle, as in Table 1.

Comparing the results of the two algorithms in the iteration of 100,000, it was
found that the CSA has higher and more accurate values than the PSO algorithm
for the three dimensions. We can say that optimization using the CSA algorithm has
better results. But, it remains only to measure the results on the evaluation criteria
mentioned to confirm the conclusions that have been found (Table 2).

It is clear from the evaluation criteria table that the CSA algorithm outperforms
PSO in the (Best, Mean, Median, Worst, Wilcoxon) value and also the standard
deviation of the dispersion of values. The lower the standard deviation of a dataset,
the closer the data is to the mean and the less scattered [20]. If the standard deviation
is a large number, this indicates that the dispersion of the data is high. So, the standard
deviation is a number to indicate the degree of dispersal of the members of the data
set [21]. It has been concluded that the values of the algorithm CSA are less scattered
than the algorithm PSO.

5 Discussion

CSA and PSO produced very different results in optimizing the One Max problem
in terms of (Best, Mean, Median, Worst, Wilcoxon values, and standard deviation),
also the values of the two algorithms in the three dimensions (100, 500, 1000). It was
discovered that the CSA algorithm has better and more precise values for the three
dimensions than the PSO algorithm. We can say that using the CSA algorithm for
One Max problem optimization produces superior outcomes. Additionally, because
the values of the CSA algorithm are more uniform than those of the PSOmethod, the
CSA algorithm’s evaluation criteria table is superior than the PSO algorithm (Fig. 1).

6 Conclusion

It was found that CSA has higher and more accurate values than the PSO algorithm
for the three dimensions.We can say that optimization with CSA algorithm has better
results. In addition, the evaluation criteria table of CSA algorithm is superior to PSO
as the values of CSA algorithm are less dispersed than PSO algorithm. The CSA and
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Table 1 Methodological results for PSO and CSA algorithm

Run number D = 100 D = 500 D = 1000

PSO CSA PSO CSA PSO CSA

1 54 80 241 313 520 601

2 48 81 241 320 557 594

3 50 75 266 314 496 587

4 48 82 255 304 488 595

5 53 80 250 323 511 598

6 60 80 252 324 473 602

7 49 76 239 312 488 594

8 52 81 266 307 482 594

9 49 75 240 311 515 592

10 43 79 268 324 501 596

11 49 83 224 308 496 601

12 56 75 243 310 471 594

13 56 78 244 317 492 594

14 50 75 259 309 490 594

15 48 84 262 304 496 586

16 37 82 237 309 524 585

17 50 75 248 321 485 583

18 51 75 254 311 503 588

19 60 78 250 308 507 586

20 53 79 252 316 472 595

21 44 76 252 321 501 599

22 54 73 263 322 472 590

23 50 76 258 309 486 577

24 55 80 257 316 496 602

25 53 73 254 312 454 596

26 52 78 259 317 492 604

27 47 78 243 316 529 596

28 60 76 239 312 502 593

29 47 80 245 317 495 587

30 53 76 260 316 495 596

PSO algorithms were proposed to improve the One Max problem, and the results
proved that the CSA algorithm outperformed the PSO in the improvement values by
20% for each cycle (100, 500, and 1000). We conclude from Table 1 that the values
collected by default in the CSA algorithm were more effective and higher accuracy
of PSO values, many of which have been neglected because they are weak values in
the Sigmoid function. As for the criteria table, it was concluded that all the values in
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Fig. 1 Evaluation criteria for PSO and CSA

the CSA algorithm were close to the mean values, and this indicates the balance of
the algorithm values, as well as the low value of the standard deviation coefficient,
from which it was concluded that the amount of dispersion in it is small, unlike the
PSO algorithm. Therefore, it is recommended to use the CSA algorithm to improve
One Max problem.
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Hospital Information System as a Code
Automation and Orchestration

Mohammed Amine Chenouf, Mohammed Aissaoui, and Hafida Zrouri

Abstract The ongoing digital revolution affects individuals and businesses alike.
Increasingly, social networks and digital devices are the default means for engaging
government, businesses, and civil society, as well as friends and family members.
This means that the last best experience that people have anywhere becomes the
minimum expectation for the experience they want everywhere, including in the
hospitals. This is the domain of digital transformation and its intersection with cloud
adoption.

Keywords Hospital information system · Cloud computing · Automation ·
IAAC · Orchtestration

1 Introduction

Increasing customer expectations and a more competitive business context have
placed tremendous pressure on business leaders to change the way they set their
strategies and run their organizations. New requirements to incorporate more infor-
mation and greater interactivity quickly drive-up costs and complexity [1]. This is
the domain of digital transformation and its intersection with cloud adoption. Digi-
tal transformation incorporates the change associated with the application of digital
technology in all aspects of society [2]. Cloud adoption is theway inwhich businesses
implement digital transformation to achieve an end which can be:

• Exceptional user experience
• Accelerated time to market
• Higher service quality
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• Cost flexibility
• Repeatability and flexibility
• Safety, security, and compliance with regulation.

More than that, in this article we will describe the technical architecture for HIS
to improve its Information system and costs, the solution is based in microservices
architecture using docker images and Infrastructure as a Code (IaaC) [3].

Hospitals needs a suitable infrastructure solution in AWS cloud platform to tackle
the complexity of the deployment of the Information system and similar applications
in the future. The automation become more and more important for all the deploy-
ment, it help the IT administrators to reduce the efforts and time for the build,
update and configuration, also it helps to provide automation in order to reduce VM
provisioning time [4]. This solution will improve the process of the infrastructure
health-check and the resolution of issue, the main goal of this approach is no human
action needed [5].

The adoption of our solution enables the hospitals IT administrators to maintain
the:

• High Availability
• Scalability
• Automation
• Auditability
• Monitoring

The article consists of four sections that are:

Section one: Deploy a Tool chain allowing autonomy of provisioning through
GitOps strategy and infra as code
Section two: Deploy an Eco-system allowing the deployment of microservices
applications in a standardized way
Section three: Deploy the AWS fully managed Kubernetes cluster
Section four: this section it’s for conclusion and perspective.

2 The GitOps Strategy and Infra as Code

2.1 Introduction

The entire infrastructure will be implemented as a code using Terraform this will
track resource changes throughout the infrastructure deployments [6].

In order to enable team collaboration, S3 Backend will be implemented. The state
file will be stored remotely in an S3 bucket with Versioning enabled, a Database will
be used also for locking to prevent concurrent operations on a single workspace.
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Fig. 1 VMs provisioning work flow on AWS

This new methodogy of build will allow:

• Automate VMs provisioning workflow on AWS
• Replace “Traditional” delivery mode of work by Agile mode of work
• Homogeneity of the VMs
• Agnosticity of the solution to adopt it for other Cloud provider.

Our solution will be deployed on AWS cloud provider, with the combine of
Automation platform based on AWS IaaS, Ansible Tower, Terraform, and GitHub
SaaS (Fig. 1).

Here are the key architecture parameters which will be taken before the build of
a Cloud infrastructure [4]:

• External and Internal Infrastructure Connectivity
• Cloud Accessibility: Platform and then Application
• Core Infrastructure: Workload and Location
• CloudManagement:MonitoringSolution,RetentionPolicies,Alerting, Scheduling
• Security: Vault, Secret Management, VM Encryption, Traffic filtering
• Backup: Solution, Restoration tests strategy/methodology
• DRP: Solution.

2.2 Security Process

As we work with personal data, we know that the security aspect is the biggest
challenge of our topic. to achieve this we decide to have:
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Fig. 2 Authentication process

1. Master Account:

New AWS Organization with new master account in order to activate Security Poli-
cies in each client account

2. Security Account:

Security account at the highest level will host audit and security logs from all HIS
accounts. Only HIS Security team will have real rights on all logs and will give each
account owner read rights on his own logs [7].

• CloudTrail
• CloudWatch Log
• S3 Log repo
• KMS
• Security Appliances.

3. HIS Active directory:

All accounts within HIS OU will follow new guardrails

4. The Authentication Process:

We will use the SSO on AWS to authenticate users. When the user wants to login, a
logon API call is received by an Identity Provider which checks if the user is present
or not in HIS’s AD. It is a process of the same family as OAuth2 Authorization Code
Flow [7] (Fig. 2).

If the user is found, the Identity Provider will attribute an STS token valid during
a limited period. The user is then redirected to his Corporate SSO to authenticate. If
the user is not found, the browser may display an error message.

5. Shared Services with all the VPCs

• Network/Firewalls/Internet Gateway
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Fig. 3 Technical architecture

• Route 53 Resolver
• DC of HIS
• Bastion
• Future CI/CD Tools.

To simplifies the implementation of the solution, we suggest the below technical
architecture.

Figure3 show the IT admin use and combine the Iaac scripts and devops tools to
start the build and launch the configuration of the hospital information system [8].

1. Logging with AWS/AD account
2. AWS attach a fluenbit sidecar automatically to the triggers via lambda
3. Launch the lambda function to configure and build the infrastructures with ter-

raforme, ansible, and git scripts
4. Starting the creation of the Image of the EC2 instances
5. Creating the target EC2 instance
6. Starting the configuration of the Vm with Ansible playbooks
7. Sending an email to the administrator’s users with the full information of the

infrastructures
8. Starting the work on the target solution

3 The Eco-System and Microservices

The main target of the solution that we suggest is the use of microservices on the HIS
to benefit from its advantage and reduce the complexity and the time of the update
and the configuration [8]. More than that, it will help to make all the modification on
it with less effort and with no downtime of the production. There are many solutions
to orchestrate the microservices like: Docker, Kubernetes, Kubernetes ... [9]. For the
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Fig. 4 Lambda flows

solution that we describe, wewill use a Kubernetes cluster as an orchestrator solution
for our microservices [9].

Lambda functions are also used in the solution, Fig. 4 describe theflowsofLambda
function.

After Lambda function the build could be started, Fig. 5 show the steps of the vm
provisioning.

3.1 Components of the Eco-System

Our developed terraform scripts, that will be hosted in the CODE repository in
GITHUB, should provision and configure the following essential services:

• EKS Cluster
• Pods Profiles
• Proxy
• IAM Policies and Roles.
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Fig. 5 Vm provisioning

Fig. 6 Eco-system flows

All kubernetes manifest files representing objects will reside in the CLUSTER
STATE repository in GITHUB. The cluster management operation of the pod’s
resources will be performed with the KUBECTL command [10] (Fig. 6).

1. The App developpers will commit their changes to the App repository
2. Using Github Action, the source code will be tested, the Docker image will be

builed then pushed to EC
3. The pipeline will also update the manifests repository with the newest image

version.
4. Other responsible teams can also push to the Manifest repository for Kubernetes

cluster changes.
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Fig. 7 Microservices flows

5. TheManifests repository will be the main source of synchronization for ArgoCD.
6. Argo CD will detect automatiquely new changes on the repository then synchro-

nize Kubernetes cluster.

3.2 The Microservices Deployment Process

Figure 7 shows how these components are linked together. When a developer creates
the source code and triggers a new application deployment, Kubernetes creates the
components: deployment config, image stream, and build config [10].

1. Kubernetes developers creates a custom image using the source code and image
template, this image is uploaded to the container image registry.

2. Kubernetes admins creates a build config to document the build of the application.
This includes the image created builder and the source code location.

3. Kubernetes creates a deployment configuration, deploy, and update the applica-
tions. The Information contained in deployment configurations includes number
of replicas, upgrade method, application-specific variables, and mounted vol-
umes, more than that each unique application deployment is associated with the
deployment configuration component.

4. The internal Kubernetes load balance is updatedwith an entry for the application’s
DNS record.

5. Kubernetes creates an image component. This image streammonitors the builder,
if a change is detected, image streams will redeploy to reflect the changes.
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Fig. 8 Monitoring flows

4 Monitoring

The monitoring allows administrators to monitor all the resources on AWS account
and the microservices inside the Kubernetes cluster (Fig. 8).

The schema below describes with more details this part:

1. Logging with aws cloudwatch service
2. AWS attach a fluenbit sidecar automatticaly to pod to retrieve logs and push

them to cloudwatch
3. Configuration of the log router via the aws-logging configmap
4. Logging is automatically activated
5. For control plane, the logging is done by enabling it in the EKS creation phase
6. Control plane activelymonitor and retrieves the state of kubernetes objects (Pods,

deployments, Services ...) (2)
7. Kube-state-metrics service listens to the API server of the control plane and

generates metrics about the state of the objects, these metrics are exposed by the
API server in the kube-state-metrics endpoint (3)

8. cAdvisor generates resource usage and performance metrics of the running pods
9. Kube-state-metrics and cAdvisor exports themetrics to thePrometheus server (4)
10. Prometheus is stateful and needs a persistent volume of ebs type. So prometheus

and grafana will be deployed on a NodeGroup (5)
11. Grafana expose dashboard for metrics gathered by prometheus through a load-

balancer service wich should be accessible through https.
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5 Conclusions

This article presents in depth a technical architecture for Hospital Information sys-
tems, based on IAAC tools and combined with cloud technology as IT service
provider. A proof of concept, consisting the build of the global platform, based on
these principals (IAAC, cloud) is presented and demonstrated. The combination of
an infrastructure as a code, automation scripts and orchestration technologies for the
deployment, the implementation and the configuration of the overall HIS platform
without any human interaction.

As a futureworkwe aimat using one dashboard to build and configure any solution
based on the Cloud.
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Computer Technologies
in the Development of Quantitative
Criteria for Calculating the Required
Dose of Insulin in Patients with Type 2
Diabetes
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Aigerim Ualihanova , Ikram Mokhammed , and Artem Yurovsky

Abstract Background: Prescribing insulin to patients with type 2 diabetes may
present as a problem even for endocrinologists, since there are no objective criteria
for calculating the starting dose of insulin and the dose is often selected empirically
based on the subjective assessment of a particular specialist; for example, by the
selection method in a hospital with permanent observation: Set dose is prescribed
and the level of sugar is monitored during the day. This is not possible in an outpatient
setting. Methods: Authors used a computer simulation method with 3D plotting to
create a technology for calculating the required dose of insulin for patients with
secondary insulin deficiency that developed with the background of type 2 diabetes.
Results: Clinical and laboratory examination of more than 200 patients with type 2
diabetes was conducted; the most significant correlations of the studied parameters
(age, BMI) with the prescribed doses of insulin were identified; a formula for the
calculation of the required insulin dose was derived with the construction of a 3D
graph.Conclusions: Obtainedmethod allows to transfer patients with type 2 diabetes
to insulin quickly and safely, which could be used both temporarily (for the period
of surgery, illness, high levels of glycated hemoglobin) and as a part of combined or
permanent insulin therapy.
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Keywords Type 2 diabetes · Insulin requirement · Secondary insulin resistance ·
Computer modeling

Background. Type 2 diabetes mellitus is a disease that in the first stages is accompa-
nied not by insulin deficiency, but by excessive production of insulin. However, this
does not exclude the formation of insulin demand at subsequent stages of the devel-
opment of the disease, as a rule, after 5–6 years (constant overproduction leads to
the depletion of insulin-producing β-cells) or insulin is prescribed for other reasons
when the patient cannot intake medicine in the tablet form (presence of additional
diseases), kidney disease, liver disease, accompanied by functional insufficiency,
severe vascular and neuropathic complications of diabetes mellitus) or the level of
glycated hemoglobin (an indicator of the quality of compensation for the last three
months) is too high (above 9%).

Therefore, calculating the amount of insulin required for patients with type 2
diabetes is a difficult task, considering the aforementioned. For example, for a patient
with type 1 diabetes, i.e., with absolute insulin deficiency, the required dose of insulin
can be calculated considering the patient’s weight (patient weight× 0.5 U/kg) or the
amount of carbohydrates consumed (1–2 units of insulin per 12 g of carbohydrates
or, as this amount of carbohydrates is also called, per 1 bread unit), but for patients
with type 2 diabetes, these criteria are not suitable. There are other reasons for
prescribing insulin to patients with type 2 diabetes—concomitant or, as they are
also called, comorbid diseases; vascular complications of diabetes mellitus leading
to functional failure of the kidneys and liver; neuropathic complications leading
to the development of autonomic cardiac neuropathy and sudden death syndrome.
Also, other factors of influence, such as an undetermined degree of preservation
of residual secretion of insulin (depending on the individual characteristics of the
organism), should be considered.

For the district physician, calculating the required dose of insulin is a difficult task,
since they do not have experience in prescribing insulin therapy or in calculating the
dose empirically. For the abovementioned reasons, it is now necessary to develop
objective criteria (calculation formulas) for the dose of insulin for the treatment of
patients with type 2 diabetes mellitus.

Study purpose: The aim of the study was to develop a measurement criterion using
computer simulation to calculate the insulin intake in patients with type 2 diabetes
mellitus at the beginning of insulin therapy with the background of a permanent
insulin resistance.

Design: The study was conducted on the basis of the Endocrinology Department of
City Clinical Hospital F.I. Inozemtsev (Moscow) in 2016–2018.

The study included 294 patients with type 2 diabetes, including 213 who received
insulin therapy. All patients gave their informed consent to participate in the study.
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Instruments and Data Collection Procedure

Clinical and laboratory examination was performed in accordance with medical and
economic standards with an emphasis on medical and social characteristics, indi-
cators of carbohydrate metabolism, the level of insulin resistance, and the required
dose of insulin.

For statistical analysis, STATISTIC 10.0 computer program was used (Matem-
atica®, Matlab®, HarvardGraphics®, StatSoft). The basic methods of statistical
research were linear descriptive statistics (DescriptiveStatistics) with a calculation
of the correlation of average standard deviations (corrs/means/SD).

Ethical Consideration: The research was approved by the Biomedical Ethics
Committee of the Federal State Autonomous Educational Institution of Higher
Education “Peoples’ Friendship University of Russia”, Protocol No. 9 dated March
17, 2016.

Results. The patients were divided into three groups (two observation groups,
one comparison group): (1) observation group (104 people)—patients with type
2 diabetes receiving insulin therapy within the standard physiological requirement
(up to 40 IU/day); (2) observation group (109 people)—patients with type 2 diabetes
receiving insulin therapy more than 40 IU/day (secondary insulin resistance); and
(3) comparison group (81 people)—patients with type 2 diabetes receiving oral
hypoglycemic drugs (OHGD), see Table 1.

In patients of the observation and comparison groups, the quality of carbohy-
drate metabolism control (achievement of the target level of glycated hemoglobin—
HbA1c) was assessed according to the Diabetes Control and Complications Trial
(DCCT) criteria. In observation group 1, individual treatment goals were achieved
in 15.1% of patients, in observation group 2—in 9.4%, in the comparison group—in
16.0% of patients.

In observation group 1, on average, the dose of insulin received was within the
physiological requirement and amounted to 26.2 ± 4.1 U/day, and for patients in
observation group 2, the daily dose of insulin was higher and was in the range of
73.7± 7.3 U/day. Some differences between the groups in terms of clinical features
appeared at this stage. And if in patients in the first group the correlation between
BMI and insulin dose is seen in more than 70% of patients, then in group 2 the
correlation was even lower. In patients of observation group 2, there was also no
clear relationship between BMI and the required dose of insulin, which confirmed
the hypothesis of the influence of additional factors on the daily need for endogenous
insulin.

It iswell known that the production of endogenous insulin depends on bodyweight
(BMI) and this trend persists in patients with type 2 diabetes mellitus. However, it
seemed more significant in our study to explore the relationship between the level
of exogenously administered insulin and BMI in our patients. And as our studies
showed in observation group 1, where patients received an insulin dose of less than
40 U/day, there was no clear relationship between BMI and the dose of insulin
received, which indicated that the residual secretion of insulin in the patient’s body
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Table 1 Medical and social characteristics of patients included in the study

Criteria Patients receiving insulin
therapy
(observation group)
(n = 213 people)

P1 Patients receiving OHGD
(comparison group)
(n = 81 people)

P2

The target
level of
HbA1c was
not achieved

Target
HbA1c level
achieved

The target
level of
HbA1c was
not achieved

Target
HbA1c level
achieved

Age 62.75 ± 4.6 63.41 ± 3.8 p > 0.05 59.12 ± 3.9 57.56 ± 5.2 p > 0.05

Gender (m/f) 0.77 0.88 p > 0.05

Duration of
DM

9.99 ± 1.4 10.86 ± 2.0 p > 0.05 4.37 ± 0.9 5.69 ± 1.1 p < 0.01

BMI 32.31 ± 3.8 29.65 ± 2.4 p > 0.05 32.92 ± 4.4 30.24 ± 2.9 p > 0.05

Duration of
insulin intake

3.36 ± 1.0 5.05 ± 0.8 p < 0.05 – –

The number of
patients who
studied at
“School of
Patient with
DM”

46.9% 38.6% p < 0.05

Remark HBA1c glycated hemoglobin; BMI body mass index; OHGD oral hypoglycemic drugs; P1
significance of differences within the group; P2 significance of differences between groups, DM
diabetes mellitus

was sufficient.We verified the obtained data using the computer simulationmethod—
surface plotting. The correlation between BMI and the required dose of insulin did
not have a pronounced dependence, but the duration of the disease was important
(Fig. 1).

We obtained confirmation by constructing similar graphs for subgroups (obser-
vation group 1 and observation group 2). In patients of observation group 1 (with
preserved production of their own insulin), there was no clear dependence of the
insulin dose received on the duration of the disease and on the BMI, but the strong
relationship with the age of patients was confirmed. Age-related insulin resistance is
a well-known phenomenon and was confirmed by qualitative studies by Peters et al.,
as early as 1989. But in patients who needed a dose higher than the physiological
need to compensate for carbohydrate metabolism (observation group 2), the value
of this dose depended on both the duration of the disease and BMI. The obvious
reason for this dependence was a decrease in the production of one’s own insulin and
dependence on insulin income from outside. In this case, standardmechanisms began
to work to ensure the need for insulin per kilogram of body weight and the impact
of a physiological decrease in insulin sensitivity in older age groups. Predicting the
formation of secondary insulin resistance is at the same time an indicator of the
assessment of a decrease in the production of one’s own insulin. And the study of
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Fig. 1 Three-dimensional surface plot of insulin dose versus BMI and disease duration

the factors influencing this process allows medical professionals to make a timely
forecast.

Significant criteria for determining the required dose of insulin were: the duration
of the disease, which reflected the rate of decline in own insulin production in years,
and the body mass index, which reflects the sensitivity of insulin receptors.

This calculation formula was obtained on an array of 213 patients with type 2
diabetes already receiving insulin therapy. From that array, 42 patientswere identified
as satisfactory compensation for diabetes mellitus receiving insulin therapy. For each
of these 42 patients, three criteria were determined: duration of disease, in years
(DD); BMI (kg/m2); dose of currently received insulin (unit). Variation series were
constructed by age, duration of diabetes mellitus, body mass index, and daily dose of
insulin in the examined patients with a satisfactory quality of diabetes compensation.
Based on the obtained variation series, a three-dimensional graph was constructed by
the method of multiple linear regression (Fig. 1), where the duration of the disease in
years was plotted along the X axis, BMI was plotted along the Y axis, and the dose
of insulin received was plotted along the Z axis.

As a result, a Formula (1) for determining the required dose of insulin (RDI) per
day was obtained using the following derived formula:

RDI = −56.7+ 3.2 · BMI− 0.2 · t, (1)

where RDI—required dose of insulin per day; BMI—body mass index; t—duration
of diabetes in years; − 56.7 and 3.2 and 0.2—numerical values of coefficients. The
invention allows to quickly determine the required dose of insulin in type 2 diabetes
mellitus, which is relevant in solving this problem.
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56.7—numerical value subtracted from the difference of the obtained products
of factors (3.2 × BMI) and (0.2 × DD), calculated using the computer simulation
method when constructing 3D graphs in the analysis of 213 clinical cases.

3.2 and 0.2—the calculated coefficient obtained by constructing the multiple
regression equation between BMI, duration of the disease, and the dose of insulin
received.

The required or estimated dose of insulin was assessed by the quality of diabetes
compensation in terms of glycemia and glycated hemoglobin, and the calculated
value of the insulin dose is sufficient for adequate control of blood glucose levels
(glycemia indicators are within the target values for a particular patient).

A patent for the invention RU 2 684 393 C1 “Method for determining and calcu-
lating the required insulin dose in type 2 diabetes mellitus and established insulin
dependence” was obtained on August 31, 2018 [Kurnikova Irina Alekseevna (RU),
Aigerim Ualihanova (KZ)] [1].

Conclusion: Constant hyperstimulation depletes the resources of pancreatic beta
cells, and over time, the relative insufficiency of insulin (the lack of its entry into the
cell) becomes absolute (a decrease in the production of insulin). And at later stages,
after 5–7 years from the onset of the disease, the result of prolonged hyperstimula-
tion of pancreatic β-cells that produce insulin is their depletion, and relative insulin
deficiency begins to turn into absolute insulin deficiency.

At this stage, a patient with type 2 diabetes already needs insulin therapy
(insulin injections) or combination therapy (insulin injections + tablets). Methods
for calculating the required dose of insulin in this case have not been developed.

In cases where the patient develops a need for insulin—the main problem in
selecting the dose of insulinwhen transferring fromglucose-lowering drugs to insulin
therapy is determining the adequate dose of the drug. Very fewmethods are generally
used to promptly switch to insulin in the preoperative (elective or emergency) phase
of patients with type 2 diabetes. For example, a method based on calculating the dose
of insulin according to the level of hyperglycemia [2].

The dose of insulin is calculated according to the formula: insulin units/h= blood
glucose concentration (mg%)/150. Or another method for correcting hyperglycemia
in patients with diabetes mellitus, based on the selection of insulin doses according
to an increase in blood glucose concentration in response to a standard pain stimulus
(subconjunctival injection) [3].

These methods are provided only for use in emergency situations and do not allow
calculating the insulin requirement in conditions of normoglycemia or hypoglycemia,
and with painful stimuli, there is even a risk of developing vasospasm in response to
the release of “pain hormones”, which can lead to coronary or cerebral circulation
disorders.

The use of computer technology makes it possible to solve this problem promptly
and does not require the use of invasive methods. The proposed formula for calcu-
lating the required insulin dose in type 2 diabetes patients with reduced insulin
secretion provides the ability to calculate a physiologically reasonable dose of insulin
under conditions of normoglycemia, hyperglycemia, and hypoglycemia.
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Security of Input for Authentication
in Extended Reality Environments

Tiago Martins Andrade, Jonathan Francis Roscoe, and Max Smith-Creasey

Abstract In this concept paper, we evaluate the security impact of accelerometer
data for authentication in extended reality (XR) environments. Currently, there is a
lack of authentication mechanisms in VR/XR environments. Most authentication is
carried out through PINs and passwords which detracts from the immersive expe-
rience and inconveniences the user. Motion-based gesture techniques have recently
shown potential in authentication users in VR environments. However, the state-of-
the-art works have not considered the issue of VR being a visible activity which
would yield gestures used to authenticate vulnerable to mimicry. We demonstrate
how subtle changes to a user interface (UI) can increase the complexity and cost
of eavesdropping on users in VR environments and propose directions for future
research. We call on the industry to acknowledge and design around the unique
security challenges of authentication in VR.

Keywords Virtual reality · Authentication · Application security · Biometrics
(access control) · Keystroke dynamics · Computer security

1 Introduction

Virtual reality (VR) and extended reality (XR) systems are very quickly becoming a
mainstream and powerful technology, with the market expected to reach a total value
of almost 300billionUSdollars in 2024 [1].Whilst the use cases forVR/XR technolo-
gies thus far have largely been recreational, there are developments in applications
for VR headsets that require a level of security (such as virtual security operations
centres (VSOCs) [5]). Such environments provide access to privileged information
and therefore need a stringent level of authentication to keep non-authorised users
out of the system. Insufficient authentication and authorisation mechanisms within a
secure VR environment could have significant implications for operational security.
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In order to protect against use from non-authorised users, many systems use
authentication techniques such as passwords in which a user must use Bluetooth-
connected controllers to input their password into a virtual keyboard or follow specific
steps to unlock certain content. However, if the system has been compromised, and
the attacker is able to store all user movements, it is possible to trace all user steps one
by one in a simulated environment within VR/XR. For example, if the user is writing
down a password using a virtual keyboard, by mimicking all user movements, and
since the virtual keyboard is static, it is possible to extract the exact password and
gain unauthorised access.

Users of XR are particularly vulnerable to eavesdropping on interactions due to
their lack of awareness of their surroundings. There is a potential approach to attacks
from visual observation as well as captured accelerometer data that could lead to
password mimicry.

This concept paper proposes and conducts an investigation into the level of gesture
robustness and the possibility of obfuscating that data from a mimicry attack with
simple UI changes.We compare different approaches for the virtual keyboards (orig-
inal layout, control layout, adjusted layout, and randomised layout). We hypothesise
that the randomisation of the entire keyboard layout will degrade the usefulness of
the accelerometer data extracted from user movements.

1.1 Related Work

Most commonly, authentication is split into (i) something the user has, (ii) something
the user knows, and (iii) something the user is. The password remains the most
common form of authentication today despite it often leaving users fighting against
security for usability. Within the VR space, some authentication has used biometrics
but the most prevalent form of authentication in VR systems today still only rely
on the password [6]. However, some studies have found that the combination of
knowledge and biometric information can yield better security [7]. The interaction
with VR (such as the input of a password (or any text)) carries additional challenges
because attackers that are able to collect the accelerometer data during input might
be able to make inferences about the interaction [2].

The previouswork has explored unconventional approaches to acquiring data such
data surreptitiously, including human activity and video [8]. Consequently, collection
of accelerometer data from a smartwatch or fitness wearable may be a viable attack
mechanism for XR users [2]. Despite this research, there is a lack of investigation
into the vulnerabilities such side-channels pose to user typing input (e.g. a password)
or possible solutions towards the mitigation of these side-channels.
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2 Proposed Approach

2.1 General Idea

We can see from existing research that if a VR system or a wearable is accessed by an
attacker that extracts the accelerometer data that could allow the attacker to re-create
activities [2]. Therefore, we hypothesise that slightly randomised changes (with dif-
fering levels of granularity) to the UI or 3D objects could be sufficient to obfuscate
user actions on that data and at the same time not increase complexity or extra steps
to the end user. Therefore, an experimental study to extract that information was
conducted.

2.2 Implementation

To assess and collect user movements when interacting with a virtual keyboard, a
VR application was created using Unreal Engine 4 [4]. The head-mounted display
(HMD) used in the experimental study was Oculus Quest connected to a computer
by Oculus Link and the use of the Oculus Motion Controllers.

In the design process, to make virtual reality to be effective, it is important to
fulfil the 3 illusions basic principles [9], to assure that the user is immersed in the
experience and all user perceptions match reality or at least the user expectations of
an certain action/reaction. The 3 following illusions which need to be in place are:

– Place Illusion: The feel of being in a virtual place, even though you know you are
not there;

– Plausibility Illusion: Illusion of the perceived events to feel real for the user;
– Body Ownership: Your virtual body is connected to your body.

A simple virtual environment was created with a floor, a sky dome, and default
light/shadows. When the user starts the VR application, they are placed in the mid-
dle of that environment and presented 8 cubes with letters as shown in Figs. 1, 2,
and 3. This acts as a simplified keyboard where the user is tasked with writing a
single word multiple times.

The keyboard keys can change shape, size, and location during specific events to
allow capture of the movements data to be analysed. There are 4 possible changes
for the keyboard:

1. Original layout: This layout is static and predetermined by us (as shown in Fig. 1),
and it will be always the same during sessions and for the entire experimental
period.

2. Control layout: This layout is static and a full copy of the original layout (as
shown in Fig. 1). This will allow us to compare the same layout and verify if the
movements will match (be the same) when using a static keyboard layout.
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Fig. 1 Fixed key layout

Fig. 2 Adjusted key layout

3. Adjusted layout: This layout is static but the keys will randomly change places
at the beginning of the session for each user(as shown in Fig. 2).

4. Randomised layout: This layout is completely randomised. The key location,
size, and shape will randomly change at the beginning of each session and will
be always different for each user (as shown in Fig. 3).

For each of these keyboard layouts, the user is tasked with entering the word
‘PILOT’ ten times. To do this, they point with their dominant hand at the appropriate
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Fig. 3 Random key layout

cube and click the trigger button. Whilst the user is typing the word, the angular
acceleration of the active controller is constantly logged.

3 Experimental Results and Discussion

To visualise result, we calculate the magnitude of angular acceleration measured
during the authentication process. Angular acceleration is a three-dimensional vector
of angular acceleration in rad/s2. We calculate magnitude (m) with:

m =
√
x2 + y2 + z2. (1)

Figure4 visualises themagnitude of angular acceleration for all users, fromwhich
we can see the original and control layouts have significantly less total motion. In
Fig. 5, the mean magnitude for all samples is split by the input method and clearly
shows that the distribution is much greater for adjusted and randomised input meth-
ods.

Fig. 4 Mean acceleration magnitude for different layouts, grouped by user
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Fig. 5 Mean acceleration magnitude for all users, grouped by keyboard layout

It is notable that although there is a clear difference between the original and
adjusted layouts, there is only a slight change in distribution for adjusted and ran-
domised. This suggests that despite significant changes, the users are not making
significant adjustments with their hand position, increasing the size of the field (i.e.
utilising the 360° space may enhance this).

4 Conclusions and Future Work

Our initial results demonstrate that a UI with fixed layout results in a predictable
range of motion, we posit that this indicates a potential for eavesdropping on an XR
environment. We suggest that UI design should be carefully considered and may
benefit from an element of randomness as standard practice.

The randomised layouts prevent a user from carrying out identical gestures and
increasing the amount of motion when entering identical data, we propose a further
range of adjustments to a virtual environment to introduce noise into eavesdropping
attempts [3]. These can be tailored to have subtle impact on detectable user motion.

For the purposes of access, a further counter-measure could be the deployment
of continuous authentication in XR environments that can constantly validate input
from a user based on biometric characteristics. Another potential approach to mit-
igating some forms of eavesdropping is to increase user awareness of the external
environment and potential malicious observers.

In the futurework,wewish to exploremore fully the ability of amalicious observer
to predict input with varying degrees of knowledge and conduct mimicry attacks, to
understand the level of information extraction that may be achieved. With regards to
the design of secure interfaces, we would like to experiment the spread of user input
over a full 360° sphere.
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Prediction Application
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Abstract The concept of big data has huge implications for today’s society and
promises immense benefits if used correctly, but the corresponding applications
are very error-prone. Therefore, testing must be as comprehensive and rigorous as
possible. One of the solutions proposed in the literature is the test-driven development
(TDD) approach. TDD is a software development approach that has a long history, but
has not been widely applied in the big data domain. Nevertheless, a microservices-
based TDD approach has been proposed in the literature, and the feasibility of its
application in actual projects is studied here. To this end, a stock market forecasting
application is implemented as an exemplary use case. It comprises seven microser-
vices, an additional database, and the connection to an external service. However,
the focus is explicitly on the TDD of the services and their interaction. The actual
quality of the forecasts is only a secondary aspectwith little relevance to the presented
research.
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1 Introduction

With the increasing significance of data and their processing and, thereby, also the
concept of big data (BD), the assurance of the corresponding applications’ quality
also gains importance. One rather recent proposition for this challenge was the appli-
cation of test-driven development (TDD) to the development of BD applications [1].
For this purpose, it was suggested to utilize microservices [1]. Their main goal is to
enable loosely coupled, self-contained modules or services that are created to solve a
specific task, have their own resources, and can be deployed separately. Various asyn-
chronous communication patterns can be used between services and messaging. For
instance, the event-driven approach and RESTful connections are some widely used
patterns in software engineering. Since microservices are independent components,
it is also feasible to use different programming languages for their implementation
[2]. Moreover, they have already proven to be a valuable tool in a BD context [3].

While the application of TDD in BD has already been demonstrated [4, 5], the
related literature is still relatively sparse. This publication therefore aims to extend
it by presenting an additional use case, more specifically a stock market prediction
application. However, the focus is explicitly on the TDD of the services and their
interaction. The actual quality of the forecasts is only a secondary aspect with little
relevance to the presented research.

2 Test-Driven Development

Based on the corresponding scientific literature [6], TDD can be characterized as a
way to improve an implementation’s quality for the cost of increasing the develop-
ment time and associated effort. However, depending on the use case, this trade-off
might be more than worth it, making it a valuable part of a developer’s tool kit.

This approach of developing software aims at improving its quality by mainly
addressing two factors. The first one is the expected increase in test coverage. Conse-
quently, with more of the code being tested in a meaningful way, it is expected to
also identify more issues and bugs. These can subsequently be fixed, which improve
the developed software’s quality. Additionally, the software’s design process itself
is also influenced. The inherent focus on small, incremental steps usually leads to a
better planned and better manageable structure, which in turn makes it easier for the
developers to avoid bugs and incompatibilities [7, 8]. While TDD is mostly used in
software development, the application in but process modeling [9], the special case
of implementing BD applications [1], and developing ontologies [10, 11] have also
been discussed in the literature.
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When following the “traditional” software development paradigm, a function or
a change that is to be realized is first implemented and afterward tested. In contrast,
TDD reverses the order of implementation and testing. That is, after the desired
change is designed, it is segmented into its smallest meaningful parts [12]. Then, one
or more tests are written for these. These aim to ensure that the desired functionality
is provided. Afterward, the tests are run. However, they are expected to fail because
the actual functionality is not yet implemented [13]. Only after this step, the code that
actually provides the new functionality is written. At this stage, factors beyond the
pure functionality are ignored. This includes, for instance, the elegance of the code.
Instead, the simplest solution is pursued. When the functionality is implemented,
the code must pass the tests that were written beforehand [7]. If no issues are found,
the code is revised with regard to factors such as readability or compliance with
standards and best practices [13]. In this process, the tests are constantly utilized to
validate the code.

Yet, applying TDD affects more than just the test coverage. It also influences
the software design because instead of large tasks, small work packages are used.
Furthermore, this emphasis on incremental changes [14], interviewing the testing and
implementation to short test cycles, provides the developerswith immediate feedback
[15]. Even thoughmost tests are specifically created for these small units, other types
of tests such as acceptance, integration, or system tests can also play a role in TDD
[16]. To fully harness the potential of TDDwithout tying up developers’ attention by
forcing them to execute tests manually, TDD is often used in conjunction with test
automation as part of continuous integration (CI) and continuous development (CD)
efforts [17, 18]. To make sure that the latest amendments to the code do not cause
issues for already existing parts of the implementation, upon the versioning system
registering a new code commit, a CI server automatically starts and re-executes all
applicable tests.

3 The Implementation

In the following, the developed application is described, comprising the general
architecture as well as the individual services. Furthermore, it is outlined how the
TDD was implemented.

3.1 The Application Architecture

The stock prediction application consists of seven microservices. There is one fron-
tend service and there are six backend services. An overview, also including the
utilized database and an external service as information source, is given in Fig. 1.

The services communicate directlywith each other usingHTTP requests/response
protocol. In order to use the scheduler, we use java ScheduledExecutorService, which
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Fig. 1 Application architecture

is responsible for scheduling events to refresh data for reflecting the latest stock
information. All the individual service communications are outlined in Table 1.

In the following, the services are briefly described, to provide the reader with
a general understanding of their functionality and interplay and to also give some
context to the later on following explanations concerning their testing.

Frontend Service The frontend service was initially built using the Flask frame-
work. It is a microweb framework written in Python. The main advantage of using
Flask was the built-in development server and the fast debugger provided. Even
though the lightweight flask had many advantages in the TDD approach, it had limi-
tations in testing. To apply the TDD in the frontend, Flask was replaced with Angular
framework. Angular is a TypeScript-based web application framework. Angular has
a component structure and uses a combination of Typescript, Html, CSS, and Type-
script spec test files. As each component has its typescript and corresponding test
file, following TDD was much easier and more efficient with Angular.
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Table 1 Communication between the services

Communications Description

Frontend service
�
User service

For all the user login/signup data, the frontend service communicates
with the user service which holds all the data

Frontend service
�
Latest update
service

The frontend service communicates with the latest update service to
determine the current top three performing companies. The latest update
service fetches the latest stock data from Yahoo Finance

Frontend service
�
Prophet service
�
Database service

The frontend communicates with the prophet service, which in turn
fetches the data from the database and produces the prediction results.
These results are further returned to the front end and displayed to the user

Frontend service
�
ARIMA service
�
Database service

The frontend communicates with the prophet service, which in turn
fetches the data from the database and produces the prediction results.
These results are further returned to the frontend and displayed to the user

Frontend service
�
Recommendation
service
�
Database service
�
Prophet service

To get the recommendation for the next week and populate the graphs, the
frontend service communicates with the recommendation service which
internally communicates with the database service to run prediction
service and get the best-performing company for the upcoming week

The application consists of a service layer named API-service, which handles
the HTTP requests of the application. The service layer communicates with the
components like signup, login, and dashboard, which is the layer responsible for the
business logic.

There are mainly three components named dashboard, login, and sign up. The
login and the signup components deal with the login/signup of the user and connect
to the user service in the backend. These services solely consist of business logic
related to the users. The dashboard component communicates with three services,
namely backend service, recommendation service, and update service. The dash-
board component is segregated into three parts to demonstrate the data received
from these three services. All components of the application are built following the
single responsibility principle from the SOLID principles to keep the code clean and
understandable.

Stock Prediction Service (Fbprophet) The first service for predicting future values
of stocks was created based on a software named Prophet. It is an open-source soft-
ware from Facebook’s Data Science Team that has a procedure designed to forecast
time-series data based on an additivemodel where nonlinear trends are fit with yearly,
weekly, and daily seasonalities including the holiday effects. The library is known for
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generating high-quality time-series forecasts where the procedure works best with
time-series data with strong seasonal effects with several seasons of historic data [19,
20]. Prophet was chosen because it is fast, has the ability to provide highly accurate
forecasting, has minimal requirements for data preprocessing, and is robust toward
missing data and outliers. In our implementation, the data are loaded into a Pandas
data frame, and the model is trained and is then used to create future data frames and
forecast forward.

Stock Prediction Service (ARIMA)

ARIMA is a statistical model for analyzing and forecasting time-series data. ARIMA
models are considered the most robust and efficient in forecasting financial time
series, especially for short-termprediction [21]. The parameters of theARIMAmodel
were calculated using the “auto_arima” function. ARIMA was chosen as the second
option for the prediction services because in the past it constantly outperformed
various complex models in short-term prediction [21]. In our implementation, the
data are loaded into a Pandas data frame, then the “auto_arima” function is used
to calculate the parameters for the ARIMA function, and subsequently, the data are
passed through the model to forecast the stock performance for future dates.

Yahoo Finance and Database Service YFinance is an open-source Python-based
library used for downloading stock prices of different companies [22–24]. In our
project, we have used this library to download stock data of companies such as
Apple, Amazon, Google, Facebook and perform computations on the extracted data.

In order to connect Python to the utilized MongoDB database, we used pymongo,
which is an open-source library for Python Mongo database connectivity. We hosted
our database server using MongoDB compass which is a service provided by
MongoDB to host the database on a remote server. This free hosting service helps us
in creating better availability and scalability as it follows the master–slave architec-
ture with master and slave nodes forming clusters. In our implementation, the data of
the relevant companies are downloaded using the yfinance get_stock_info() service.
The data are then loaded into a pandas data structure and subsequently persisted into
the database through the “insert_data()” method of the database service.

Latest Update Service The latest update service is a microservice built using the
Spring Boot framework in Java. The library dependencies are handled using maven.
This microservice is used to determine the top three performing companies for the
current date. The application consists of a controller that handles all the HTTP
requests to the application and a service layer that carries out all the business logic.
Below is a diagram that illustrates the architecture of the latest updated service.
Here, the application of TDD helps to resolve linting errors which are caught using
theCheckstyle Plugin.A customCheckstyle rule filewas added tomonitor the quality
of the code. Checkstyle was configured in maven and will automatically run while
a merge request/push to the main is performed with help of GitHub Actions. While
checkstyle checks the presentation of the code, SonarQube was used to monitor any
code vulnerabilities or bugs undetected by unit tests.
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User Service The user service is a cache-based microservice built using the Spring
Boot framework in Java. The library dependencies are handled using maven. This
service handles all the requests with respect to the user and the business logic
related to the user like the addition of new users and login authentication details.
The application is split into various packages to maintain abstraction.

The user controller class handles all the HTTP requests to the application, and
it internally communicates with the repository through the factory and the model
classes. Themodel classes hold the object and aremapped as an entity to the database.
The application hosts a database to hold all the details. The properties for the database
are configured using an application properties file. To enhance the performance,
spring boot caching was implemented in the application at the controller level. The
list of users is cached on the first request and is afterward returned from the cache.
When a new user is added, the cache is evicted. By enabling caching, it was possible
to reduce the time required to answer an exemplary request from 686 to 7 ms. As
for the “Latest update service”, checkstyle and SonarQube were used to control the
codes quality.

Recommendation Service The recommendation service is a microservice built
using the SpringBoot framework in Java. The library dependencies are handled using
maven. This microservice is used to deliver the stock recommendation. It internally
communicates with the backend service and runs a prediction algorithm that deter-
mines the expected best-performing company and returns the values. The application
consists of a controller that handles all the HTTP requests to the application and a
service layer that carries out all the business logic. As for the “Latest update service”
and the “User service”, checkstyle and SonarQube were used to control the codes
quality.

3.2 The Testing

In general, Pytest and UnitTest were used to write our test scripts for those services
written in Python. Furthermore, Mockito and Junit were used to test services written
with Java. While not every single test can be outlined, in the following subsections,
some exemplary tests are highlighted.

To automate the testing when changes are implemented, GitHub actions were
used to create a CI/CD pipeline for the stock prediction application. A YAML file
was added to the repository which triggered the action every time code which was
pushed to the main branch or a merge request was created to the master. Currently,
only the java projects are added to the CI/CD pipeline. The build starts with setting
up the JDK for the projects and then runs the unit tests as well as the checkstyle
checks for the projects. If all the tests pass, a Docker image is created for the service,
and the image is pushed to the repository in Docker Hub.
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Stock Prediction (fbprophet) The requirements for the prediction service are thor-
oughly based on the actual requirements for the prophet library to work. The algo-
rithm within the library requires data about the stock in a specific format, the number
of days for the prediction from the user, and furthermore, the output of the predic-
tion should be in the desired format so that it can be fed to the services at the front
end. Therefore, for this prediction service, three functions were needed, namely a
preprocessing function, the prediction function, and a postprocessing function.

The data have to be preprocessed according to the requirement of the prophet,
which is to have an input train containing only two columns—the date and the closing
values. The column names should also be specific. Therefore, there are two checks in
place. Firstly, the preprocessed data have only the date and the corresponding closing
values. Moreover, the names of the columns are passed and have to be “ds” for the
date and “y” for the closing value.

The forecast function can be written based on tests of the type of its output.
According to the prophet documentation, the forecast output will contain nineteen
columns. As the input is passed on in a Pandas frame, the output expectation would
also be the same. Therefore, it is checked if the output is in the pandas frame and if
the result has a total of 19 columns.

Stock Prediction (ARIMA) The algorithmwithin the library requires the following
three properties. Firstly, data about the stock need to be in a specific format. The input
data are sourced from the database where data from the Yahoo Finance webpage are
stored and should contain seven columns and should be in data frame format. Further,
the ARIMAmodel should only be used when the accuracy is more than 75%. Lastly,
the results are checked and it is confirmed that we at least have two columns, one
containing the future dates and the other having values, for those days.

Regarding the first one, the data have to be validated so that it is available in
a specific format that is easier for the algorithm to work on. Hence, it is checked
if the input is in the Pandas frame and if it has a total of seven columns. Since
multiple algorithms are beingused, itwas decided thatwewould consider theARIMA
algorithm only if it gives us an accuracy above the desired threshold, which is 75%
in this case. Consequently, this is evaluated. Finally, the data that have been received
from the algorithm have to be checked for the format so that it can be used for
plotting. Therefore, it is checked if the output has two columns, the future dates, and
their corresponding values.

Frontend Service The requirement for the frontend service was to host a UI for
the user to select the company and to show the prediction data. To follow the TDD
approach, the frontend servicewasmigrated from the initially chosen flask to angular.
With an angular framework, each page could be created as a component and each
could be tested individually. Tests were written to check if buttons on the frontend
were clicked and intended functions were called on each activity. Events like onclick,
ngOnInit were tested to check if the variables had a value or were undefined.

User Service The requirement for the user service was to process the user login/
signup details. To achieve it, a database was created to hold the data. The user service
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communicated with the frontend service and tests were initially written to test the
connections. As this was a cache-based microservice, a test for the cache was also
included. Further, because the service dealt with data from the database, tests for
data retrieval from the database repository as well as data insertion were added.

Latest Update Service The requirement of the service was to provide the frontend
with the top three performing companies for the present week. To determine this,
the service fetched the present data from Yahoo finance and returned the top three
companies. Testswerewritten to check if the controller returnedvalues to the frontend
and if the services returned the stock data after processing. The tests were able to
cover 100% of the lines in the controller and about 81% in the service.

4 Discussion

The presented research aimed to explore and demonstrate how to effectively utilize
the TDD approach to implement a big data application. The tests were created for
frontend and backend implementations. Challenges were mainly faced during the
initial setup phase. We also developed a CI/CD pipeline, which enabled autobuild
and deployment if the test cases are successful. TDD for a normal microservice
application is very efficient when it comes to reproducing similar lines of code.
However, it gets more complicated when using custommachine learning algorithms,
because the output is hard to determine beforehand and hence it is also challenging
to formulate the requirements. Yet, we used algorithms that were already designed
and using them was considerably easier.

Further, for our implementation,we relied on several best practices. Proper naming
conventionswere followed, so all the developers couldunderstandwhat the test case is
intended for. Further, naming conventions in the test cases followed a similar fashion
to the methods they were implemented to test. Moreover, no function dependencies
were introduced between the tests and multiple assert statements were avoided as
they could lead to confusion where the test failed. Finally, whenever there was a
modification in the development, all the tests were run again.

Overall, the use of TDD helped to identify code smells and errors and, thereby,
was a noticeable help in increasing the developed code’s quality. Further, the ability
to repeatedly retest all parts of the application, whenever changes were implemented,
increased the confidence in the stability and quality of the code, which is an important
factor in a real-world scenario [25].
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5 Conclusion

With the increasing data orientation of today’s society, the concept of BD is also
gaining in importance. However, while its proper use promises immense benefits,
ensuring the quality of the corresponding systems is a challenging task. To facilitate
this, the application of TDD in the BD domain has been proposed. Therefore, as the
underlying research of this paper, a project was carried out to further investigate the
general concept. For this purpose, stock market movement prediction was chosen
as an exemplary use case and the developed prediction tool and the implementation
of the TDD approach were discussed. It was shown that TDD can be useful for BD
application development.

Since this approach to Big Data Engineering can be applied to other use cases,
extending it to other domains and tools is a promising task for future researchers
so that more experience can be gained and collective knowledge can contribute to
better TDD process design. Moreover, to further increase the complexity of the
current application, an additional overarching prediction service could be imple-
mented that combines the results of the separate prediction algorithms based on the
user’s preference.
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Robust Keystroke Behavior Features
for Continuous User Authentication
for Online Fraud Detection
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Abstract Recently, behavioral biometric-based user authentication methods, such
as keystroke dynamics, have become a popular alternative to improve security of
online platforms, due to their non-invasive nature. However, currently there are
very few behavioral biometric authentication methods that provide non-invasive
continuous user authentication for online education platforms, resulting in frequent
network intrusion and online assessment fraud. Existing approaches mostly analyze
the typing behavior of users using a fixed sequence of characters. Furthermore, a
better set of features are required to reduce false positive rate for satisfactory perfor-
mance to prevent online fraud. Existing behavioral analysis methods also mostly rely
on conventional machine learning approaches despite recent advancement in deep
learning approaches. We identify a set of keystroke behavioral biometric features
that yield satisfactory performance by identifying most frequently used features. We
also collect new free-form keystroke behavior data during online assessment activi-
ties and develop non-invasive continuous authentication methods for free-form text
behavior analysis using deep learning approaches. We also compare performance
between deep learning and conventional machine learning approaches and evaluate
the robustness of the most frequently used features. Result analysis shows that deep
learning approaches outperform machine learning approaches on most frequently
used feature set. Furthermore, it is found that the identified feature set is robust and
results in satisfactory performance in deep learning approaches.
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1 Introduction

Recently, research in behavioral biometrics-based authentication systems, espe-
cially keystroke dynamics, has gained immense popularity [1] as it is considered
a more non-invasive and secure alternative to traditional authentication systems [2,
3]. Keystroke dynamics is not only studied for improving authentication systems,
but also other applications including protection of personal identifiable information
(PII), thwarting online assessment cheating in online education platforms [4, 5], and
digital forensics [6–8]. Furthermore, keystroke dynamics has also made a noticeable
impact on the banking, mobile, and health sectors [5].

However, currently there are very few behavioral biometric authentication
methods that provide non-invasive continuous user authentication for online educa-
tion platforms, resulting in frequent network intrusion and online assessment fraud.
Existing methods mostly analyze the typing behavior of users using a fixed sequence
of characters. Furthermore, a better set of features are required to reduce false
positive rate for satisfactory performance to prevent online fraud, which include
identity theft and online assessment fraud prevention. Existing behavioral analysis
methods alsomostly rely on conventionalmachine learning approaches despite recent
advancement in deep learning approaches.

We first identify a feature set that results in satisfactory performance by first
reviewing several keystrokes behavioral features. This involves constructing a feature
comparison matrix and performing a comprehensive keystroke behavior analysis
study to summarize the several keystroke behavioral features, AI learning approaches
currently studied, and types of datasets implemented. Furthermore, we collect free-
form keystroke behavior data during online assessment activity to investigate and
evaluate the effectiveness of identified features for continuous user authentication,
for online fraud detection in online education platforms. This includes identity theft
and online assessment fraud detection, using sophisticated deep learning approaches.
Specifically, we will extract most frequently used features from the feature compar-
ison matrix and conduct detailed evaluation of those features using three deep
learning approaches, which include convolution neural network (CNN), recurrent
neural network (RNN-LSTM), and transformers.

We also perform a comparative study that compares performance between deep
learning and conventional machine learning approaches, which include decision tree
(DT), random forest (RF), and k-nearest neighbor (KNN). Lastly, we investigate
the robustness of most frequently used features by comparing performance of deep
learning approaches trained using the same, most frequently used features from a
different dataset.

The main contribution in this paper includes (1) feature comparison matrix for
identifying most frequently used features, (2) novel free-form keystroke behavior
data collected from India for evaluating most frequently used features for contin-
uous user authentication, for online fraud detection, which include identity theft
and online assessment fraud detection in online education platforms, (3) evaluation
and effectiveness of most frequently used features using sophisticated deep learning
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approaches, and (3.1) a sub-contribution to 3, a study that compares performance
of deep learning and conventional machine learning approaches and investigates the
robustness of most frequently used features.

This paper has been segregated into several sections. Section 2 presents the
feature comparison matrix to identify most frequently used features for continuous
user authentication for online fraud detection. Section 3 describes the collection of
new free-form keystroke behavior data and feature extraction for developing contin-
uous keystroke-based authenticationmodels for continuous authentication, to prevent
online fraud. Section 4 presents evaluation of most frequently used features using
deep learning approaches and a comparative study that compares their performance
with several machine learning approaches. Lastly, an investigation into the robust-
ness of most frequently used features is also performed. We conclude our work in
Sect. 5.

2 Keystroke Behavior Analysis

2.1 Feature Comparison Matrix

Keystroke dynamics is rhythmic and temporal patterns generated when a person
types. These temporal patterns can be extracted non-invasively from a range of
different input devices ranging from normal, virtual, and touch screen keyboards
[2, 3, 5]. In this section, we will analyze several research articles and report our
analysis. This will include understanding the several categories of datasets imple-
mented, approaches studied, keystroke dynamics research applications, and the
features extracted.

According to our analysis, the datasets used in keystroke research include the
CMU benchmark [2, 4, 9, 10], Clarkson II uncontrolled free text dataset [11], buffalo
partially controlled free text dataset [11], keystroke dynamics Android platform
dataset [10], RHU dataset [10], and other novel datasets [6–8, 12–15].

These datasets fall into two categories, namely static (S) [1, 9] and dynamic
keystroke (D) data [6, 16]. Static datasets contain keystroke behavior data collected
from typing a predetermined string of fixed length multiple times, while dynamic
dataset contains free-form keystroke behavior data, which is typed continuously [1,
6, 9, 16]. According to our analysis, majority of studies still rely on static datasets for
building AI-based keystroke authentication systems. Numerically, out of 16 studies
analyzed, nine of them use static datasets, and eight use dynamic datasets. One of
the studies collects both static and dynamics datasets for comparison studies [13].

Datasets consist of several features that have been extracted for training AI
learning approaches. The list of which is given in Table 1. This table is called the
feature comparisonmatrix. It is constructed by considering recent studies in informa-
tion security, which include malware, phishing, intrusion, identity theft, and business
email compromise (BEC) detection,withmajor focus onAI-basedmethodologies for
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attack detection. The feature comparison matrix contains summarized information
of datasets used, features implemented, approaches studied, their research applica-
tion, and achieved performance of approaches used in 175 research articles. The
feature comparison matrix displayed in this paper is a shortened version of the orig-
inal matrix containing summarized information of research articles only related to
keystroke dynamics. Themain objective of this paper is to identify keystroke behavior
features for continuous user authentication, for online fraud detection, which include
identity theft and online assessment fraud detection, in online education platforms.
The construction of feature comparison matrix enabled detailed statistical study that
is described in this section. Furthermore, the feature comparison matrix is a major
contribution in this paper, as it gives a detailed account of the current trend in the
field of keystroke dynamics.

According to our investigation, the most frequently used features fall under the
category of digraphs, which includes hold time (H), press press time (DD), and
release press time (UD). The feature distribution statistics have been illustrated in
Fig. 1. Through Fig. 1 and Table 1, it is noticed that features such as trigraph (T),
standard deviation of digraphs (std), average of digraphs (Av), and other features (O)
are also implemented, but used less frequently. To extract digraph features, basic data
containing key press time (pr) and release times (re) of individual keys are required.
Therefore, data collection first involves developing specialized applications, which
use certain codes that can retrieve individual pr and re times [6–8]. For example, in

Table 1 Feature comparison matrix

DBAD ML DL Features used Data
usedH DD UU UD DU T O Std. Av

✔ ✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ D

✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ ✔ D

✔ ✔ D

✔ ✔ ✔ ✔ D

✔ ✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ D

✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ ✔ ✔ D

✔ ✔ ✔ D

✔ ✔ S

✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ ✔ S

✔ ✔ ✔ ✔ ✔ S/D
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JavaScript, EventListeners are used for this purpose. The description of the features,
their formulas, and data needed to extract those features have been described in
feature calculation matrix (Table 2).

Currently, keystroke behavior research relies on machine learning (ML), deep
learning (DL), or distance-based anomaly detectors (DBAD) for user authentication
and identification [4, 9, 12]. Our analysis shows that only 50% of research articles
analyzed studied DBAD [1, 9, 11, 12, 14], while ~ 44% of them use DL approaches
[2, 4, 6–8, 17, 18], and majority studies (~62%) implemented ML approaches [4, 7,
10, 13, 15]. These statistics are inclusive of comparative studies.

Research articles also use data preprocessing [13], features selection [7, 10,
11, 13], under sampling [13], optimization techniques [10], and data condensation
methods [8]. Apart from the research methodology previously mentioned, newer
methods of keystroke dynamics analysis have emerged. These include adaptive
methodologies that propose to solve evolutionary changes in user behavioral charac-
teristics. It is hypothesized that keystroke behavior changes over time due to several
factors such as age and education [4]. According to previous studies, this is solved
using proposed real-time behavioral biometric information security system, shortly
known as RBBIS system [4]. The proposed system has the capability of building
user profiles on the fly and predicting changes in keystroke behavior due to several
factors such as age and education overtime, thereby enabling user identification after
long periods of time [4].

Overall, we were able to confirm that keystroke dynamics is studied for multiple
applications including improving current user authentication and identity verification
systems [4, 9, 15], digital forensics [6–8, 11, 13, 16, 19], preventing online assessment
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Table 2 Feature calculation matrix

Feature Description Formula

Hold time (H) Time difference between pressing
and releasing the same key

pr(i) – re(i), where
i = 0, 1,…,n, and n is number of
keystrokes

Press press time
(DD)

Time difference between pressing
one key and pressing the next key

pr(i) – pr(i − 1), where i = 0, 1,…,n,
and n is number of keystrokes

Release press
time (UD)

Time difference between releasing
one key and pressing the next key

re(i) – re(i − 1)
where i = 0, 1,…,n and n is number of
keystrokes

Press release
time (DU)

Time difference between releasing
one key and pressing the next key

pr(i) – re(i − 1)
where i = 0, 1,…,n and n number of
keystrokes

Release release
time (UU)

Time difference between releasing
one key and releasing the next key

re(i) – re(i−1)
where i = 0, 1,…,n and n is number of
keystrokes

Trigraph (T) Latency between alternate keystrokes Time of key one − Time of key three

Average of
digraphs (Av)

Calculated average of all digraphs
– D (H, UD, DD, DU, UU times)

Av =
∑n

i=1 D
n

where n is number of digraphs

Standard
deviation of
digraphs (Std)

Calculated standard deviation of all
digraphs – D (H, UD, DD, DU, UU
times)

Std =
√∑n

i=1 (D−Av)
n where n is

number of digraphs

fraud in the education sector [4], emotion recognition [13, 16], and adaptive strategies
to counter evolutionary changes in keystroke behavior [4].

3 Data Collection

For data collection, two major challenges were considered. The first is related to
keystroke data, while the second is related to user profiling. The two questions
asked here are “What type of data needs to be collected?” and “how much data
needs to be collected from each user for successful user identification?”. We were
able answer the first questions using the feature comparison matrix, from which
we understand that previous research still relies on static and publicly available
datasets for analysis and experimentation. Static datasets contain keystroke behavior
data collected from typing a predetermined string of fixed length multiple times
[9]. However, this data cannot be used for continuous authentication because users
need to be identified at regular intervals of time, and the data received at different
intervals of time also varies. Furthermore, there is a lack of publicly available free-
form datasets for online fraud detection. Therefore, we decided to collect dynamic
or free-form keystroke behavior data for continuous user authentication for online
fraud detection. This involves collecting keystroke behavior data from participants
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during online assessments. We develop our own online education game consisting
of several assessment-like activities.

The second question is answered by understanding how previous researchers
collected data. Data was collected by requesting participants to type a predetermined
password several times, paragraph, or free typing without limitations [8, 9]. These
datasets either have multiple session-type records or were collected for long period
of time, i.e., 2 years [8, 9]. To collect enough free-form keystroke behavior data
and keeping in mind our time constraints, we decided to collect data by requesting
participants to play an online education game containing 4 assessment-like keystroke
activities, which included 2 answer the question activities and 2 copy the text activ-
ities. To get enough volume of data, we requested participants to type at least 100
words per question, because this volume of data received can be used for generating
session-type records for continuous user identification.

A total of 13participantswere recruited fromSanjayGandhiCollege ofEducation,
Bangalore, India. In addition to requesting keystroke data, participants were asked
to fill 2 questionnaires. These questionnaires recorded demographic information
such as age, education qualification, handedness, and computer usage statistics. The
information collected through these questionnaires will be used for future research
applications.

3.1 Preprocessing and Feature Extraction

Raw data received included timestamp, keys pressed, keys released, press time, and
release times. The combination of eachof these data samples is considered as a record.
The raw data was converted into suitable format using Python inbuilt libraries for
feature extraction. After the data was received, all keystroke activities for each user
were taken separately and merged. Matching records between keys pressed and keys
released were extracted due to the presence of repetitive keys. Repetitive keys record
several key presses events but record only one key release event, which causes an
imbalance between the two events.

To create features, each user’s keystrokes are divided into five characters length
records, resulting in session like data. This step was performed to simulate session-
type data, as the data collected was done only once and not multiple times compared
to other publicly available datasets, such as CMU benchmark dataset [9].

The question asked in this subsection is “Which feature set must be selected
and extracted for continuous feature authentication, and why?”. Due to the presence
of various features used for representing keystroke behavior, identifying the right
features that yields satisfactory performance is challenging.

Therefore, we propose to use and evaluate the effectiveness of the most frequently
used features.According to our analysis,H,DD, andUD times are themost frequently
used features compared to other features summarized in the feature comparison
matrix. On analysis, we find that H, UD, and DD used as a feature set which yields
accuracy of > 90% in machine and deep learning approaches such as CNN, SVM,
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andMLP [2, 4, 17]. However, this is noticed mainly in studies that use static datasets.
Through further analysis, we ascertain that few studies that implement other feature
sets for other research applications achieve less accuracy [1, 6–8, 13] compared to
the H, UD, and DD feature set. Therefore, we use the most frequently used features,
which include H, DD, and UD for continuous user authentication for online fraud
detection.

4 Evaluation of Deep Learning Approaches
for Keystroke-Based Continuous User Authentication

We propose to use deep learning approaches, namely CNN, RNN, and transformers
for keystroke-based continuous user authentication for online fraud detection. To
prove that deep learning approaches are more suitable for this application, we
compare their performance with three conventional machine learning approaches,
which include decision tree (DT), random forest (RF), and k-nearest neighbors
(KNN). The architecture of the deep learning approaches is illustrated in Figs. 2,
3, and 4.

To train the approaches, H, UD, and DD digraph features are first extracted from
the newly collected free-form keystroke behavior data and split into two sections,
namely train (80%) and test (20%). Training epochs were set to 100, while the
learning rate was set to 0.001 with cross-entropy loss for multi-class classification.
The entire experimentation was performed using Python.

Evaluation of approaches was performed using accuracy (Acc), precision (Pre),
recall (Rec), and time to train (TTT). The results are mentioned in Table 3.

According to the result analysis, RNN achieves the highest accuracy, preci-
sion, and recall of 89% and 83%, respectively. Specifically, RNN outperforms all
deep learning and machine learning approaches. From Table 3, it is evident that
CNN achieves the lowest (62%) recall rate among the deep learning approaches.
Lastly, transformers achieve the lowest accuracy and precision rate, of 78% and 67%
compared to CNN and RNN. It is also evident that deep learning approaches achieve
superior performance compared to machine learning approaches in all evaluation
criteria. Therefore, from this experiment we can say that deep learning approaches
aremore suitable for keystroke-based continuous user authentication, for online fraud
detection in online education platforms.

4.1 Evaluating Robustness of Features

In the previous section, we were able to confirm that deep learning approaches
are more suitable for keystroke-based continuous authentication, for online fraud
detection. In this section, we investigate the robustness of features by only training
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Fig. 2 A1 dimension CNN architecture

the deep learning approaches with a publicly available dataset having same features
as the one’s identified in Sect. 3.1. We will then compare their performance using the
newly collected free-form keystroke behavior data. Specifically, we use the CMU
benchmark dataset [9]. The dataset contains the same features, to the ones identified
and extracted from the new free-formkeystroke behavior data collected. This includes
H, UD, and DD times. CNN, RNN, and transformers are trained using the same
hyperparameters and train test split percentage for result analysis.

According to analysis, RNN achieves an accuracy, precision, and recall rate of
89, 83, and 83 when trained with the new free-form keystroke behavior data and
81, 72, and 71 when trained using CMU benchmark dataset. Despite the collected
data having only 10% of the total number of records present in CMU benchmark
dataset, the performance achieved using newly collected data is higher for RNN.
Numerically, there is an increase of more than 10% in almost all evaluation criteria
when new free-form keystroke behavior data is used for training.

However, this trend is not noticed inCNNand transformers.CNNachieves compa-
rable performance in most evaluation criteria, except recall, which has a noticeable
difference in value. Transformers achieve comparable performance with very minor
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Fig. 3 RNN architecture

difference in accuracy, precision, and recall. The results achieved are illustrated in
Tables 3 and 4.

With this experimentation, we were able to investigate the robustness of popular
features. According to results achieved, it is evident that performance between the
deep learning approaches when trained with different datasets with the same features
either have superior or comparable performance in most evaluation criteria, with
minor differences in accuracy, precision, and recall. In other words, based on the
result analysis the frequently used features that have been identified for continuous
user authentication and for online fraud detection are robust and yield satisfactory
performance when they were evaluated using deep learning approaches.
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Fig. 4 Transformer architecture

Table 3 Performance comparison of deep learning and machine learning approaches

Algorithm Acc (%) Pre (%) Rec (%) TTT (mins)

CNN 89 75 62 0.9036

RNN* 89 83 83 0.7009

Transformer 78 67 78 0.2887

DT 48 27 27 0.0007

RF 55 28 28 0.0078

KNN 45 22 22 0.0012

Table 4 Performance of deep learning approaches using CMU dataset

Algorithm Acc (%) Pre (%) Rec (%) TTT (mins)

CNN 84 80 78 19.30

RNN 81 72 71 3.607

Transformer 79 69 70 2.143
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5 Conclusion

In this study, we presented a feature comparison matrix through which we were able
to understand and describe the contributions in the field of keystroke dynamics. The
feature comparisonmatrix summarizes the features used, the approaches studied, and
the datasets implemented by previous research studies. Using the feature comparison
matrix, we were able to identity and evaluate a feature set containing most frequently
used features using deep learning approaches. Through experimentation and evalua-
tion, we were able to ascertain that deep learning approaches not only achieve satis-
factory performance, but also outperformed machine learning approaches when they
were trained with the identified feature set that was extracted from newly collected
free-form keystroke behavior data. In other words, the experimentation proved that
deep learning approaches are more suitable for keystroke-based continuous user
authentication for online fraud detection. Furthermore, we were able to determine
that the identified feature set not only yields satisfactory performance but is also
robust. This is evident as the performance between the deep learning approaches
when trained with different datasets containing the same features either produces
superior or comparable performance in most evaluation criteria with minor differ-
ences in accuracy, precision, and recall. The contribution presented in this paper will
improve current online education platforms by preventing online fraud, including
identity theft and online assessment fraud non-invasively. Keystroke dynamics is an
important field that is still in its infancy stages, and further research into the field will
not only improve security of current authentication system, but also thwart cyber-
security attacks associated with identity theft and improve systems implemented in
other sensitive sectors, such as health and online banking.
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CPU Benchmarking of the Scalability
and Power Consumption of Virtualized
Edge Devices

Jeffrey McCann , Sean McGrath , Colin Flanagan, and Xiaoxiao Liu

Abstract Where use cases demand lower latency analysis of streaming video data,
the move from traditional cloud-based infrastructure toward computing platforms
closer to the edge of the network. Hardware manufacturers are releasing more
powerful enterprise-grade server platforms designed to operate in edge environ-
ments. Alongside the hardware, the use of virtualization software enables multiple
use cases to run concurrently on one physical platform. This paper examines the
CPU performance of a physical unit, and the CPU performance of virtual devices,
running on the same physical device and demonstrates the benefits virtualization can
offer when delivering workloads requiring high CPU workloads, and can also offer
benefits in power utilization compared with discrete individual devices.
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1 Introduction

Alam, Ullah [1] discuss the key components of cloud computing that have made it
such a success, the primary benefit to users being the ease of deploying andmanaging
workloads. Originally, ‘cloud’ referred to public cloud datacenters that offered plat-
form as a service (PaaS) and software as a service (SaaS), but the benefits of the
‘aaS’ model, providing benefits including optimum use of hardware as workloads
run on shared, centrally managed hardware platforms. Ease of deployment of new
workloads using templates to define the underlying operating system and application
layers ensure uniformity of deployment across an organization, thereby improving
the security mode, by reducing the number of configuration variables within the
deployed systems.

Due to the benefits offered through the cloud model, many organizations have
moved to a cloud-style or ‘private cloud’ deployment model internally within their
own datacenters. With the use of converged and hyper-converged platforms such as
VMWare Cloud, Amazon Web Services (AWS) Outposts and Snowball systems [2],
Microsoft Azure Stack [3] and Redhat Virtualization, which run on Intel x86-based
infrastructure, workloads can be deployed into on-premise datacenter environments.
A third model, the ‘hybrid cloud’ model, also exists, where a private cloudmodel can
‘burst’ to the public cloud at short notice [4] when extra compute or storage capacity
is required.

As workload datasets increase, especially in use cases where computer vision
demands high speed, low latency network connectivity, network capacity to trans-
port video streams and process them provide challenges for public cloud platforms,
where network latency can account for up to 200 ms per connection. The growth in
the use of artificial intelligence (AI) platforms, especially those of neural networks
used to undertake object recognition in streaming video, has pushed the requirement
for compute platforms away from the cloud and closer to the source of the video data,
toward the edge of the network [5]. Sunyaev [6] reviews edge computing and iden-
tifies the benefits edge platforms aim to provide in overcoming the challenges posed
by processing workloads in the cloud, including reliability and data sovereignty,
with the key goal of moving workloads toward the edge of the network to overcome
network latency. Reliable network connectivity cannot be guaranteed when wireless
or cellular connectivity is used, especially with a computer installed on vehicles.

Computer manufacturers such as Dell Technologies and Hewlett Packard (HP)
[3] are beginning to offer enterprise-grade edge hardware platforms designed to be
utilized outside traditional datacenter environments. Systems can be designed as a
bespoke system for a specific workload or use commercial-off-the-shelf (COTS)
hardware platforms, with systems chosen to run a specific workload and utilizing a
traditional operating system such as Microsoft Windows or Linux, or more powerful
server-based edge platforms, designed to run virtualization software, allowing cloud-
like management and deployment features for different workloads on the on-premise
devices.
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These systems are designed to operate outside of the traditional datacenter envi-
ronment [7] and so have to offer changes to traditional server design, including
form factor, where systems may be deployed in an environment that does not have
a datacenter rack, e.g., connected to a machine on a manufacturing line, or short-
depth servers that can be installed into existing networking closets, e.g., in retail
stores. Enhanced operating temperatures are also required on the systems, with some
designed to be sealed units using passive cooling, so debris cannot be ingested into
the system in dusty or dirty environments.

This paper benchmarks COTS-based edge devices, a Dell 5200 Edge Technolo-
gies Gateway device and a Dell XR11 enterprise grade x86 server with both an
ubuntu operating system. The XR11 server was then rebuilt with VMWare ESXi
hypervisor, allowing the same performance benchmarks to be run using virtual
machines deployed upon ESXi. Power utilization was also captured during the tests
to understand each system’s performance per watt during the tests.

2 Hardware Equipment Used

2.1 Edge Gateway

Dell 3200 Edge Gateway (shown in Fig. 1) was used as a lower end, industrial grade
edgegatewaydevice to provide a baseline hardware platform to compare performance
of the virtualized workloads to. The EGW3200 is a COTS device built on the four-
core Intel Atom processor with no moving parts, designed to operate in industrial
environments with passive cooling and an operating temperature range of –20 to +
60 °C. The system is designed and certified to run either Microsoft Windows or a
Linux operating system. System specifications used in the tests are listed in Table 1.

2.2 Server

TheDellXR11 server (shown inFig. 2) is an enterprise device designed to be operated
in a rack environment outside of datacenters, with all cabling at the front of the system
to aid access. It has six high-powered internal fan systems to provide airflow across
the system, enabling the system to operate at maximum ambient temperatures of
55 °C (dependent on processor/PSU configuration). The XR11 server offers out-
of-band (OOB) management capabilities, providing system monitoring, heartbeat
monitoring and automated restarting systemswhere the operating systemhas crashed.
TheOOBmonitoring platform also allows for remotemanagement of devices outside
the system operating through APIs [8] or directly from the Microsoft Azure cloud
platform. The specification of the XR11 system is listed in Table 1.
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Fig. 1 Dell 3200 edge
gateway

Table 1 Hardware
specifications Specification Dell 3200 EGW Dell XR11 server

Processor Intel atom x6425RE Intel Xeon Gold
6338N

Processor speed 1.90 GHz 3.50 GHz

Core count 4 32

Thread count 4 64

Motherboard Dell EMC 0d370 Dell 0P2RNT

Chipset Elkhart lake Ice lake

Memory 8 GB 128 GB

Disk 240 GB 2 × 1920 GB

File-system ext4 ext4

Mount options realtime rw realtime rw

Block size 4096 4096

Accelerator – NVIDIA ampere A2

Operating system Ubuntu 20.04 Ubuntu 20.04

Kernel 5.13.0-1009-intel
(x86_64)

5.4.0-124-generic
(x86_64)

Spec sheet 3200 Manual [9] XR11 Manual [10]

RRSP cost (31/8/
2022)

$989 $15,785

Cooling system Passive Active

Operating temps – 20 °C to 60 °C
with 0.6 m/s air
flow

− 5 °C to 55 °C
ASHRAE A2-4 and
rugged specs
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Fig. 2 Dell XR11 ruggedized server

3 Software Used

3.1 Operating Systems

All systems were installed with a fully patched Ubuntu 20.04.04 server oper-
ating system, to provide a consistent OS platform for the tests. Minor kernel build
versions for Ubuntu varied due to processor, Intel chipset and VMWare hypervisor
configurations.

3.2 Hypervisor

VMWare ESXi Hypervisor version 7.0 Update 3 Build-1864423) was installed to
the BOSS card on the XR11, with VMs built and stored on internal NVMe drives.
GPU was not enabled within the hypervisor for the purpose of these tests.

3.3 Virtual Machines

Within the hypervisor, three virtual machines (VM) were built using Ubuntu 20.04
server to undertake the performance testing. Table 2 defines the configuration of each
system. The configuration for each virtual machine was identical, with the exception
of core count and memory, where 4, 8 and 16 cores were provisioned. Each device
had 4, 8 or 16 GB of memory assigned within the virtual machine. To ensure the
optimum installation of processor components and configuration into the virtual
machines, each machine was built from the Ubuntu server install media manually,
rather than cloning an existing virtual machine on the hypervisor.

3.4 Benchmark Tools

Each systemhad a suite of applications installed tomanage the system, and to perform
the benchmarking tests. These applications are defined in Table 3.
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Table 2 Virtual machine specification

Specification VM1 VM2 VM3

Processor Intel Xeon Gold 6338N

Speed 3.5 GHz

Core count 4 8 16

Thread count 4 8 16

Memory 8 GB 4 GB 16 GB

Disk 240 GB

File-system ext4

Mount options realtime rw

Block size 4096

OS Ubuntu 20.04 server

Kernel 5.4.0–124-generic (x86_64)

Table 3 Application suite installed

Application Version Description

p7zip-full 16.02 7-zip file compression software and MIPS benchmark

net-tools 1.60 Assorted network management and reporting tools

gdebi-core 0.9.5.7 Tool to install.deb debian applications (required to install photonix app
suite)

Glances 3.2.7 System monitoring too

Docker 20.10.12 Containerization platform

3.5 Power Monitoring System

As used in [11], to capture the power consumption of the system under load, it was
necessary to capture the power utilization of the system while at rest and under load.
A CT clampwas placed on the power supply to the XR11 server, and the volt-ampere
(VA) and power factor (PF) of the device under load were captured at a one-minute
interval using an Episensor™ ZEM-61 electricity monitor.1 The cabling layout of
the power monitoring system can be seen in Fig. 3. The ZEM-61 power monitor
is connected via Zigbee to a Dell 3000 Edge gateway, which transfers the data via
MQTT to an MSSQL database running on a Windows 2019 server.

1 https://episensor.com/documentation/product-zem-61/.

https://episensor.com/documentation/product-zem-61/
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Fig. 3 Power monitoring
equipment

4 Tests

Benchmarking tests were designed which could be ran on each of the physical and
virtual platforms. Tests were ran on the 3200EGW and the XR11 with Ubuntu 20.04
installed, and results captured to be used as baseline results. The XR11 was then
rebuilt with a VMWare ESXi hypervisor installed, and tests were repeated for each of
the individual VMs. The tests were ran on each of the VMs, while they were the only
workload running on the hypervisor. VM3 was then cloned and eight identical VMs
were then ran concurrently, to test performance difference with multiple workloads
running on the hypervisor.

The file compression application 7-Zip provides a benchmarking tool to test
processor performance. The application runs four passes of a compression and
decompression algorithm on a standardized dataset and uses this to estimate the
MIPS performance of a system. MIPs test was run multiple times, and was also run
on a single core, and with the maximum number of cores available to the system.
MIPs per GHz were extrapolated from the measured results, as well as processor
speed. The tests were ran both on a single core, and on MAXCores available on each
physical and virtual device.

4.1 Physical System Results

The single thread tests returned a MIPS performance of 1915.5 Mips (
∑

5.46)
for the 3200EGW and 5255.9 MIPS (

∑
150.89). The test was then repeated with

the maximum cores/threads enabled (4 cores/one thread per core vs. 32 cores/
two threads), returning results of 7313.5 Mips (

∑
20.49) vs. and 147,633.4MIPS

(
∑

1992.91). As the processor in each device was considerably different (1.9 GHz
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Single Core MIPS Average MIPS/thread
EGW3200 1915.5 1828.4
XR11 7313.5 2306.8
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Fig. 4 Performance per core/GHz—Physical Machines

vs 3.5 GHz), performance was then extrapolated per GHz, and results are shown in
Fig. 4.

The wattage of the systems was also measured. A baseline wattage was captured
from each system at rest (19.4w

∑
0.49w vs. 127.8

∑
0.94w) and under load (24.5w∑

1.64w vs. 289.8
∑

27.27w). The average workload (wattage under load-wattage
at rest) (6.1w vs 162w) was then used to calculate the MIPs/W of the workload,
resulting in MIPS/w of 1434.02 vs. 911.32. Results are shown in Fig. 5.

While the MIPS/W results would show that the EGW3200 provides a perfor-
mance improvement of 57% for the assigned workload, it is necessary to look at the
total wattage that would be required to deliver a total workload of 147,644 MIPS
(XR11 performance). To deliver this workload, 21 EGW3200 edge devices would
be required. Extrapolating the total wattage requirements to deliver the total MIPs
workload on this number of devices is shown in Fig. 6. The total wattage required to
deliver the workload on EGW3200s would require 488w to deliver the same perfor-
mance as theXR11, due to the overheads of underlying baseline system requirements
(388 vs 127.8w) between the systems.

0 500 1000 1500 2000 2500

Load Wa age

Average MIPS/thread

MIPS/w

Load Wa age Average MIPS/thread MIPS/w
EGW3200 24.5 1828.38 1434.02
XR11 289.8 2306.77 911.32

Fig. 5 Physical device power consumption
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Device Wa age
Under Load

Total Workload
Wa age System Overhead

EGW3200 289.8 289.8 127.8
XR11 24.5 490 388
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Fig. 6 Total workload wattage

4.2 Individual Virtualized System Results

TheXR11 server was then rebuilt, and baseline wattage was captured of the system at
rest. The hypervisor demonstrated a 29.7% increase in power consumption compared
with the Ubuntu build (165.79,

∑
20.03 vs 127.8

∑
0.94w) at rest. The tests were

then ran sequentially for VM1, VM2 and VM3, with no other load on the system.
Performance across each of the VMs demonstrated similar results for single core

(4752.9
∑

6.9) and performance of the systems increased linearly with increase in
processor andmemory configurationwhenutilizing all cores,VM1 (17,233

∑
900.37

MIPS), VM2 (33,975
∑

2225.92 MIPS) and VM3 (64,137
∑

2963.47 MIPS). The
MIPs performance results for both single core and average MIPS/thread are shown
in Fig. 7. As the systems are all running the same operating system on an Intel x.86
chipset, variations in performance between the 3200EGW and the VMs are directly
related to the processor configuration.

Single Core Average MIPS/Thread
3200EGW 1915.5 7315.5
VM1 4770 17233
VM2 4773.9 33795
VM3 4714.8 64137

0
10000
20000
30000
40000
50000
60000
70000

W
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s

Fig. 7 VM performance results
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Comparing the performance (MIPS/(cores *Processor clock speed)) demonstrates
up to 7% reduction in performance per core, as core count increased on the VMs
(Fig. 8).

Power utilization was also monitored during the tests, with average system
averages increasing VM1 (217.22,

∑
3.22w), VM2 (237.22,

∑
10.16w) and

VM3(258.33,
∑

79.04w).When removing the underlying averagewattage (168.79w)
the VMs demonstrate a linear increase in wattage as cores increase (48.54, 71.44,
92.55w).

Figure 9 shows the total power consumption for the workload for each test, with
the average MIPS performance per VM, and demonstrates linear increase in power
and performance as CPU core count increases.

VM1 VM2 VM4
Virtual Machines 1230.9 1207 1145.3
EGW3200 962.3 962.3 962.3

0
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Fig. 8 Performance per core/GHz—Virtual Machines vs 3200

3200EGW VM1 VM2 VM3
Workload Wa age 5.1 51.4 71.4 92.6
Average MIPS 7313.5 17233 33795 64137
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Fig. 9 Power consumption versus performance
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XR11 8 Concurrent VMs
MIPS 147633 165860
Workload Wa age 161.97 133.48
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Fig. 10 Concurrent VM performance versus XR11

4.3 Eight Concurrent Virtual Machines

The goal and purpose of virtualization is to enable the underlying infrastructure to be
fully utilized and run multiple, segregated virtual machines concurrently. To utilize
the full underlying server infrastructure (64 cores), eight VM2 (8 GB/8Cores) were
cloned, and the tests then ran concurrently. Comparing the performance to the XR11
server running the loads directly, the combinedworkload (165,860MIPS) of the eight
concurrent virtual machines demonstrated a 12% increase in overall performance
compared with the XR11 and a 17.6% decrease in total wattage. (Fig. 10), with
1242.6 MIPS/w average power consumption.

4.4 Device Cost Versus Performance

The price for the 3200 EGWandXR11were retrieved from theDell website, to allow
for cost per MIPs comparison (Table 4). While the XR11 server was almost 16x the
purchase price of the EGW3200 when calculating the cost per MIPs, the eight VM
virtualized workload provided a 40% reduction in cost per MIPS, compared with the
EGW3200.

To provide equivalent compute capabilities using EGW3200 as provided by the
XR11 running VMWare ESXi with eight concurrent VMs, 21 3200EGW’s costing
$20,769 would be required. These costs do not consider the costs of the hypervisor

Table 4 Cost versus
performance RRSP ($)a Ave MIPS Cost per MIPs

Dell 3200 EGW 989.00 7314 0.14

Dell XR11 server 15,785.00 147,633 0.11

Eight Concurrent
VMs

15,785.00 165,860 0.10

a Retail Recommended Selling Prices (RRSP) from dell.com
website, 31/9/2022
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software, or the cost of installation time for twenty-one 3200EGW systems, vs one
XR11 server to provide the same level of compute performance.

5 Conclusion

This research focused on CPU-intensive workloads. The utilization of virtual
machines can offer significant performance increase for a specific workload (in
this case, 7-Zip Benchmark). A deep understanding of the workload required at the
edge, both currently and with projected upcoming workloads, needs to be considered
when designing an edge deployment. Where high CPU workloads are identified, the
virtualized platforms can also offer benefits in power utilization in comparison with
discrete individual devices. The virtualized platform also provides the ability to build
virtualized networking capabilities, allowing for segregation and management of the
network remotely for management and security purposes.

Alongside the physical performance benefits, other ‘soft’ benefits including the
ability to deploy new workloads to the virtualization platform (network dependent)
including: the reduction in onsite visits for deployment of new hardware devices and
maintenance of the devices for their lifetime, must be considered during the design
of an edge platform.

Next Steps
The research employed off-the-shelf benchmarking tools to understand the perfor-
mance of general purpose resource-constrained edge devices and the use of enterprise
grade edge servers, both using the server as a direct compute device and also as a
hypervisor to enable virtualized machines to deliver workloads. The focus for future
work following this research, is to how to correctly identify and scale the design
of edge devices in the most cost-effective manner for specific use cases, both for
now, and for projected new workloads. There are opportunities for further research
into quantification of the use of virtualization of edge workloads to provide cost,
performance, security and soft benefits in comparison with physical edge devices for
differing usecases, or multiple instances of the same usecase.

Areas of Focus

1. The predominant areas of focus for further investigation include:
2. Identification of algorithms used in calculating compute speed and cost in

processor utilization;
3. GPU usecase requirements, and ability to share accelerator technologies in

virtualized platforms;
4. Management of remote edge platforms;
5. Containerization of code and how this could be utilized to move the compute

requirements to different platforms, dependent upon current and projected load;
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6. How to handle requests to enable requests for increased compute on edge devices,
and the ability to ‘burst’ to a cloud platform;

7. The goals for ongoing research would be to identify an algorithm or suite of
algorithms that can decide in real time, as to the processing point within the
technical ecosystem, that meets all of the demands for the resultant information,
in a timely and cost-effective manner.
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Implementation of a Mobile Application
for Checking Medicines and Pills
for the Visually Impaired in Korea

Soeun Kim , Youngeun Wi , and Jongwoo Lee

Abstract According to the Pharmaceutical Affairs Act of South Korea, medicines
should be used correctly and safely by stating the product name, expiration date, and
dosage on the container or packaging. However, such matters are rarely marked in
braille, and the labeling is insufficient,making it difficult for visually impaired people
to accurately know and take medication information. In this paper, we implement a
mobile application that provides integrated services, so blind people can conveniently
inquire aboutmedicines based on voice guides.Medicines’ search is possible through
various methods such as container recognition, pill recognition, speech recognition,
prescription recognition, and drug envelope recognition. A CNN-based pill recogni-
tion model was also developed. Using our implementation, blind people can quickly
obtain information about medicine through simple UI andminimal input. As a result,
our applicationwill improve access tomedicine information for the visually impaired
while also reducing misuse by the visually impaired.

Keywords Search for medication · Visual impairments · Pill recognition

1 Introduction

Blind people are limited to information that can be obtained by sight, so they get data
using touch and hearing, which are sensory information other than sight. Medicines
have a direct or indirect effect on health and life, so we should know and take them
correctly, but there are many similar things such as regular medicine packaging,
prescribedmedicine bags, and pills, making it difficult for blind people to distinguish
them just by touching the shape.
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In the case of medicine containers, the Korean government recommends that
the main contents of medicines can be marked in braille, but most drugs are not
marked in braille. The reason is that braille labeling is just a recommendation, not an
obligation, and the actual cost burden of pharmaceutical companies due to packaging
changes occurs. According to the Ministry of Food and Drug Safety, only 0.2% of
all medicines in 2020 were marked with braille, and even braille-marked medicines
have different braille specifications, labeling items, and locations, making braille
marking less effective [1].

Blind people are restricted not only in distinguishing medicines but also in infor-
mation on taking medicines. According to a previous study [1] investigating whether
to use medication guidance for the visually impaired, it is not easy to receive medi-
cation guidance from a pharmacist, and visually impaired people have no choice but
to rely on oral medication guidance. Therefore, there is a risk of misuse of medi-
cations if they cannot remember the oral medication guidance even after receiving
medication guidance from experts [2].

Therefore, visually impaired people should use other means to inquire about drug
information. In this paper, we focus on the applications of these means. Existing
services that provide drug search functions have three problems that make it difficult
for visually impaired people to use them. Since the detailed analysis is covered in the
next chapter, we will list only the problems here. First, information input occurs too
frequently. Second, the layout structure is complicated because it is not a service only
for the visually impaired. Third, there is a limited way to inquire about medicines.

In this paper, to overcome these problems, we implement a “Pillaroid" appli-
cation that provides information about medicine to the visually impaired in various
ways such as pill recognition, container recognition, speech recognition, prescription
recognition, and medicine envelope recognition.

2 Related Research

This section introduces applications that provide existing drug search functions. It
also analyzes the disadvantages related to the inconvenience users’ feel in using the
existing drug search functions.

2.1 Siloam Healthmore

Siloam Healthmore [3] is a Korean mobile application that provides a drug infor-
mation search service for the visually impaired. In addition to simple text input,
there is a feature that blind people can search for drug information by scanning the
barcode and QR code of drugs and searching by voice using built-in microphones.
However, Siloam Healthmore does not provide any voice guidance for taking photos
for drug searches. Therefore, since it is difficult for the visually impaired to grasp the
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angle and location of the drug shooting, the probability of inquiring about the drug
is significantly reduced when using the actual application, making it inconvenient
to inquire about the information. In addition, although visually impaired people are
the main target of the service, the number of touches and inputs for service use is
too high, and information accessibility is poor by outputting more than three lines
of text without a voice guide.

Therefore, Pillaroid proposed in this paper reduces the probability that the drug is
not photographed by providing a real-time guide according to the position of the hand
when searching for the drug by shooting. In addition, it is possible to search with
minimized input by automatically providing voice guides such as function names
and descriptions of the screen.

2.2 Drug Search

Drug Search [4] is a Korean application that provides drug information services at
the Korea Pharmaceutical Information Center. You can inquire not only by entering
the product name or related information but also by entering or selecting the shape
of the formulation and color. However, since it is not a service for the visually
impaired as a target layer, it is difficult to inquire about information because it has
a rather complicated layout arrangement. In addition, it is inconvenient because
only text input is possible as a method of searching for drugs. Further, only drug
information can be viewed in the application, and there is no personalized service
such as favorites and notifications, so the schedule and information must be managed
by using additional applications. Therefore, in the Pillaroid, information can be
inquired using methods such as shooting and voice recognition, and notification and
favorite service functions can be accessed by pressing a single button on the screen
that displays the searched drug information.

2.3 ConnectDI

ConnectDI [5] is a Korean mobile application that can search for drug informa-
tion and offers counseling services with pharmacists through non-face-to-face chat
counseling. ConnectDI is characterized by being able to search for information on
a drug by entering the name or symptoms of the drug in one text input field, so it
can be searched with the minimum number of inputs. In addition, since the drug of
interest can be selected, there is an advantage that everyone can be divided into two
categories of drugs and injections and inquired individually. However, on the main
screen, there is too much information on one screen, such as drug search, news, and
channels, making it less efficient for blind people to find the desired function at once.
Therefore, Pillaroid aims to increase efficiency and convenience by placing up to two
buttons horizontally or vertically in the layout of the menu.
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3 System Design

3.1 System Goals

The Pillaroid, a medicine searchmobile application for the visually impaired, aims to
improve information accessibility for the visually impaired and provide a convenient
way to use it. The detailed directions for this are as follows. First, all guidance’s of
Pillaroid are provided by voice. It provides voice guidance according to the situation
during shooting or voice recognition and divides the click method into two so that
the information of the text and button can be provided by voice to the user. The user
can check the information of the text or button by voice by clicking the component
once and can perform the original selection function by double-clicking. Second,
information input isminimized in all input processes of the Pillaroid. In particular, the
five search functions, which are the main functions, do not go through a complicated
input process by recognizing only the shooting or drug names by voice. Finally, the
service is simplified by excluding unnecessary functions. To this end, the rest of
the functions, except for the favorites and dosage notification functions, were made
available without logging in.

3.2 System Diagram

The overall system configuration of the Pillaroid is shown in Fig. 1.

Fig. 1 Structure of the proposed system
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The application uses Text-to-Speech (TTS) technology [6] to voice text to blind
people. TensorFlow Lite [7] is used to detect a hand in real timewhen taking a picture
of a pill, and the Google ML kit library [8] is used to recognize text and barcodes in
pictures when taking containers, prescriptions, and drug envelopes. In addition, the
application provides a push notification function by calculating the time to be taken
based on the medicine that sets the notification of taking and the mealtime set by
the user. To this end, Firebase Cloud Messaging (FCM) [9] provided by Firebase is
used.

The application’s basic server is implemented with Spring Boot [10]. This server
is that communicates directly with the mobile application and handles the client’s
request by interworking with the database built using MySQL. It handles all other
requests except for pill retrieval, and in case of a request for pill retrieval, it sends
an image to the deep learning server to request pill identification. The Pillaroid is
managed by Kakao Login, and JSONWeb Tokens (JWT) [11] was used at this time.

The deep learning server was built using Flask, a Pythonweb framework. Through
YOLOv5, a PyTorch object detection model, it checks whether a pill exists in the
photo sent to the server and cuts the photo leaving only the detected pill part. In this
paper, about 20,000 pill images were additionally trained on the existing YOLOv5
model to specialize in pill detection. To classify pills, we construct a CNN training
model based on TensorFlow and Keras, and we obtain predictive results from the
model with cropped pill images.

4 Performance Evaluation

As shown in Fig. 2a, the main screen shows four buttons. Among them, you can
choose how to search by packaging container or pill in “Searching by Shooting,”
and “Searching in Document” supports how to search by prescription or medicine
envelope.

4.1 Basic Functions

Searching for medications by container recognition At the start of the function,
the rear camera is turned on to take a picture of the medicine packaging container,
and the user is notified by voice that the camera is turned on. When a user brings a
medicine packaging container to the rear camera, Pillaroid attempts to detect barcodes
in real-time images through the Google ML kit library (Fig. 2b). If the barcode is not
detected, the TTS function will say, “Barcode is not recognized. Please slowly move
up, down, left, and right,” and then try to detect the barcode again. If the barcode
detection is successful, it passes the barcode number to the server to obtain related
medicine information. As shown in Fig. 2c, the medicine information is divided into
efficacy, usage and dosage, precautions, appearance, ingredient, and storage method.
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Fig. 2 Screenshots of the proposed Pillaroid application: a main, b searching by container,
c medicine information result, d searching by pill, e searching by voice, f list of search results,
g prescription search results, h my page

In the server, the processing is divided according to whether the received barcode
number is in the database. If barcode information exists in the database, it finds related
drug information and returns it directly to the client. If not, it crawls in “Drug Safety
Country” [12] and checkswhether there is amedicinewith the corresponding barcode
number. The serial number and product name are extracted from the drug page found
by crawling, and if it is a medicine in the database, the searched information is
returned to the client.

Searching for medications by voice In the pharmaceutical voice search screen
shown in Fig. 2c, the voice guide for the searchmethod is first automatically executed
using Android’s TTS function. After that, voice recognition is operated using a
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volume button. Pressing the volume-up button starts voice recognition with a ding-
dong sound. After that, when the user says the name of the drug and presses the
volume button again, voice recognition ends. If you press the volume-down button
while voice recognition is in progress, voice recognition is stopped. In addition, re-
recording proceeds in the same way by pressing the volume-up button again after
voice recognition is completed. At the bottom of the screen, there is a confirmation
button. The location of the button prevents the user fromfinding the button by guiding
the user by voice to “Button. Check the result” when the button is clicked once.
Therefore, when the user finds the location of the button and clicks it after the end
of voice recognition, the voice recognition keyword is output to TTS, and the drug
name is delivered to the server.

The returned drug names are shown in the form of a list on the Android screen
(Fig. 2f). At this time, the list of searched drug names is automatically outputted
one by one as a voice. When selecting one of the searched results, the user can
double-click the part on the screen or press the button above the volume when the
corresponding drug is heard during voice output. Thereafter, the information output
screen is the same as the result screen (Fig. 2c) shown when searching by container
shooting.

Searching for medications by prescription Pillaroid also supports inquiry of drug
information through prescription shots. The text written on the prescription is recog-
nized by theML kit after being photographed with a camera. Considering the general
format of Korean prescriptions, the recognized drug name is extracted between the
position where the “name of the drug” is written and the position of the “injec-
tion prescription details” or “margin” text. The names are sent to the server when
one or more drug names have been extracted. The server searches for drugs that
match the term or that begin with it. At this time, if there are multiple results in a
single drug name, the drug that exactly matches the drug name except parentheses is
given priority. It then returns the fastest drug information of the prior sequence as a
response result. The returned drug information is the drug name, appearance informa-
tion, usage and dosage, efficacy, and effectiveness. The information is sequentially
displayed on the screen as shown in Fig. 2g while guiding the drug name search on
the application screen to a voice guide. The information for each category is output
as a voice when each category area is clicked. When there are more than two results
for a drug, it is also possible to check the information for the following drug by
enabling horizontal swiping on the screen’s result output portion.

Searching for medications by medicine envelope When the visually impaired
want to check whether the medicine they want to take is correct, they can check the
information by taking a picture of the medicine envelope. When the rear camera is
turned on, the visually impaired can take a picture of the medicine envelope through
the volume-up button. TheMLKit text recognition library recognizes the text written
on the medicine envelope, where the medicine envelope refers to two types: a sachet
and a pharmacy envelope. The name of the pharmacy and the timing of taking it,
which is mainly indicated as breakfast, lunch, and dinner, are extracted from the
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sachet. The pharmacy name, date of manufacture, drug classification, and voice-eye
code are extracted from the pharmacy envelope. The voice-eye code is a rectangular
code written on a pharmacy envelope, and when you scan it in the “Voice Eye”
application [13], you can check themedication information andmedicine information
by voice. The voice-eye code is determined by the recognition of the text of the
“voice medication map” written under the code. The extracted text information is
synthesized and provided as a TTS voice guide.

4.2 Search Function Through Pill Shooting

Pill identification using deep learning The Ministry of Food and Drug Safety’s
open dataset [14] and a dataset collected directly from different lighting, angles,
and distances make up the pill learning dataset used in this paper. The types of pills
in the open dataset are very vast, so drugs that users are interested in were selected
through the degree of user response in Naver’s drug dictionary [15]. Through the data
augmentation process with brightness adjustment, rotation, and inversion techniques
for each selected image, a dataset of about 120,000 images of 3091 types was finally
built.

In this paper, CNN was used as a prediction model for pill deep learning. The
CNN layer consisted of one input layer, seven hidden layers, and one output layer,
and each of the seven hidden layers consisted of four convolutional layers and three
pooling layers. The convolution layer uses ReLU as an activation function, and the
output layer uses the Softmax function for multi-class classification.

Table 1 shows the results of evaluating the learning model with 100 pictures of
pills. The evaluation photo consisted of some of the open datasets that were not used
for learning and photos taken by the authors who saw the pills on their hands. Out of
a total of 100 photos, there were nine cases where the pill was incorrectly predicted,
and the overall accuracy was 91%.

On the other hand, the predicted probability for each pill class makes it possible to
estimate uncertainty. For example, the fact that one probability value is significantly

Table 1 Predictive results based on predicted value criteria

Prediction probability (%) Range (%) Prediction success Prediction failure Sum

100 – 91 9 100

75 More than 75 84 6 90

Less than 75 7 3 10

70 More than 70 88 6 94

Less than 70 3 3 6

65 More than 65 88 7 95

Less than 65 3 2 5
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higher than another implies that the model is confident of the result. Conversely,
similar probability values mean that the uncertainty is high, and the results are unre-
liable. Therefore, if a threshold value is set and the highest predicted probability
is lower than the threshold value, the judgment should be excluded because it is
not reliable. Table 1 shows the results of classifying the success of the prediction
based on 75%, 70%, and 65% to determine the optimal threshold. For the predicted
value to be optimal, it should be a value that detects fewer prediction failures but
more prediction successes. When the prediction probability was 75%, it detected
four fewer successful predictions than when it was 70%, and when it was 65%, it
detected one more failed prediction than when it was 70%. Therefore, a threshold
value of 70% is appropriate, and if the largest predicted probability does not exceed
70%, the predicted result is not returned.

Execution process When you start the pill search function, it notifies you that the
rear camera is turned on and sends a voice guide telling you to put the pill on your
palm. The app performs analysis through TensorFlow Lite to detect hands in real-
time images being filmed with a camera (Fig. 2d). If the hand is not detected at
the appropriate distance and position, “Hands not detected. Please move the camera
farther away to capture the hand.” After providing the guide, it will proceed with
the analysis again. If the hand is detected well in the right place, it sends the shot
to the Spring Boot server and displays the pill information recognized by the server
in the app. The pill information screen is the same as the result screen (Fig. 2c)
shown when searching by container photographing. The Spring Boot server sends a
picture received with the request to the Flask server to obtain a list of medicine serial
numbers. It finds medicine information in the database and returns it to the app with
the serial number of the pill that corresponds to the highest prediction.

In the Flask server, the pill prediction data are obtained through the model after
checking the existence of the pill in the requested image. YOLOv5was used to assess
whether a pill was present in the picture. Using labelImg [16], an image labeling tool,
a set of pill data was converted into learning data to be used in YOLOv5. The pill
image recognized by YOLOv5 is sent into the CNN model, which then runs the
model to get the pill prediction result. The serial number and predicted value of the
top five items with a high probability of prediction are returned to the Spring Boot
server.

4.3 Other Function

Pillaroid guides how to use the service, a shooting guide, and text displayed on the
screen by voice. At the time of initial execution of the Pillaroid, an initial screen for
guiding the app usage description is displayed, and a voice guide is also executed at
the same time. After that, when the app was relaunched, the initial guide screen was
not visible. In addition, when all elements such as text, images, and buttons displayed
on the app are touched once, text or related explanations are guided by voice first.
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5 Conclusion

In this paper, we implemented a Pillaroid that provides a method of shooting and
voice recognition so that visually impaired people can search for drug information
efficiently and conveniently. Since itmainly targets the visually impaired, unlike other
applications that provide existing drug information search services, the number of
information inputs isminimized, and the layout is simply placed so that only one piece
of information can be contained on one screen. In addition, the drugwas implemented
so that information could be inquired using voice and shooting methods as well as
text input.

The main functions of the Pillaroid are to search for drugs by taking a medicine
container or individual shots, to check drug information by voice recognition, to
check the list of drugs through prescription shots, and to check the contents on
the envelope by taking a medicine bag. In this way, the user may get information
on the drug by voice or additionally inquire about information. When shooting the
container or individual of a drug or searching for a drug by voice recognition, six
types of information are output: efficacy, usage, precautions, appearance, ingredients,
and storage methods. On the other hand, when searching by prescription, three types
of information are shown: appearance, usage, and efficacy.

In the case of a drug search by individual shooting, the user’s hand is recognized
during the shooting, and information about it is provided as a voice guide. By imple-
menting a hand recognition model, a situation in which the user does not have a
pill when taking a pill was minimized. Furthermore, if the hand is recognized at an
appropriate location and distance using the model, the medicine information corre-
sponding to the pill is inquired with the screen capture image and displayed on the
screen.

When searching for drugs by shooting pills, the user’s hand is recognized during
the shooting, and information about it is provided as a voice guide. By implementing
a hand recognition model, a situation in which the user does not have a pill when
taking a pill was minimized. In addition, if the hand is recognized at an appropriate
location and distance using the model, the medicine information corresponding to
the pill is inquired with the screen capture image and displayed on the screen.

It is obvious that the drug information search function provided by Pillaroid
provides convenience to the blind and improves information accessibility. However,
because the accuracy of the pill recognition model does not super exceed 90 percent,
there is a limitation that the risk of users’ misuse of drugs is not zero. We will later
develop into a more usable service by modifying and improving the pill recognition
model, such as recognizing fine text written on the pill.
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Air Traffic Management System Business
Process Analysis for the Development
of Information Exchange
Interoperability Framework
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Abstract Air traffic management (ATM) system is one of the tools that is used to
manage and control air traffic by providing air traffic controllers the information
needed to make effective and safe decisions in their daily operations. The source of
data for ATM system comes from various sub-system within the air traffic manage-
ment ecosystem. These data are fused together to form valuable information for use
by the air traffic controllers in making accurate and safe decisions. As the volume of
air traffic increases, the current method of exchanging data has become a challenge
to the interoperability between ATM system and its sources of data. A modern and
end effective way needs to be established to address this issue. Understanding of
each business process for each sub-system that contribute these data is important
to identify the interoperability issues and challenges in exchanging these data. This
paper focuses to identify the current business process involved in ATM system infor-
mation exchanges within the Civil Aviation Authority of Malaysia (CAAM) through
brainstorming method. Findings from the brainstorming session will be documented
using mind mapping method and the identified business processes involved will be
documented by using the BPMN 2.0 notation. The findings will then be further use
to develop a usable and logical information exchange interoperability framework for
CAAM ATM System.
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1 Introduction

Air traffic management (ATM) systems face significant challenges because of the
demand for enhanced safety, efficiency, and capacity resulting from the rapid expan-
sion of global air transport and the growing concern for environmental sustainability
issues. In this perspective, the International Civil Aviation Organization’s (ICAO)
Global Air Navigation Capacity and Efficiency Plan (GANP) identifies the following
critical performance improvement areas:

• Airport operations.
• Efficient flight path planning and execution.
• Optimum capacity and flexible flights.
• Globally interoperable systems and data.

Within the next two decades, the air transportation sector is likely to develop
dramatically. Clearly, this growth might have a severe influence on the environ-
ment if the sustainability concerns are not addressed [1]. Innovative ATM and
avionics systems can have an immediate influence on mitigating aviation’s envi-
ronmental consequences, while several eco-friendly technical solutions are being
considered for tackling the long-term issues posed by the aviation industry’s constant
expansion. Several international and regional research efforts are currently tack-
ling ATM modernization concerns [2]. However, these efforts and programs usually
offer unique solution toward certain region or states and require some degree of
customization to be adopted by other state.

This paper will examine and understand the current business process of ATMwith
focus on the improvement of global system interoperability which is directly related
to the performance of ATM systems within the Civil Aviation Authority of Malaysia
(CAAM). Findings from this analysis shall be the basis of improvement action on
the current process and shall be further use as a basis to formulate an ATM System
Information Exchange Interoperability Framework for CAAM.

2 What Is Air Traffic Management (ATM)?

2.1 Definition of ATM

Clear understanding of ATM definition is the first step of understanding the business
process. The term air traffic management (ATM) can be defined as a discipline of
managing aviation traffic and its related resources such as air space and flight route.
ATM services includes air traffic control services, flight route management, and air
traffic flow management which its objectives are to ensure safe, efficient, and cost-
effective flights through the use air and ground facilities [3]. Figure 1 shows the
structure of ATM and explains the relations between ATM, ATS, and ATC.
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Fig. 1 ATM structure [4]

Airspace management (ASM) entails the planning, organization, and publication
of air routes and control zones to ensure the safety of aircraft operations. Air traffic
flow management (ATFM) contributes to regulating air traffic volume in accordance
with airport and route capacity. Air traffic services (ATSs) are real-time services that
separate air traffic to ensure safe takeoff, flight, and landing operations [4].

Flight information services, alerting services, and air traffic control are included
in air traffic services (ATS). Flight information services provide essential data and
recommendations for safe operating of aircraft. Alerting services alert the related
agencies when an aircraft is in distress, need assistance, and support these agencies
throughout the process. Air traffic control avoids incidents between aircraft as well
as aircraft and maneuvering area impediments to expedite and maintain a controlled
movement of aircraft [4].

Air traffic control (ATC) services are provided by three types of air control centers
based on the phases of a flight. These phases of a flight are indeed the movements
of an aircraft on the maneuvering area of an airport, including taxiing, landing, and
takeoff, as well as the enroute cruising between arrival and departure. Air traffic
controllers perform air traffic control services to a single area control-controlled
flight via three distinct control facilities. An ATC tower at an airport is responsible
for all air traffics inside the airport’s maneuvering area [5]. Approach control centers
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offer air traffic control services to incoming and departing planes at an airport, and
finally, the area control centers provide services to aircraft sailing in control zones.
Throughout each phase of a controlled flight, these control centers offer well-ordered
and methodical air traffic services.

For operations in ATC tower, the air traffic controllers perform their tasks by
having visual contact with an aircraft in the maneuvering area and depend on the
ATMsystemwhich provide information that has been fused from surveillance radars,
alerting systems as well as related information to support their operations [5]. As for
the other type of control facilities, the air traffic controllers will depend solely on
ATM system alone without having visual contact with the aircraft.

2.2 ATM System

The air traffic management system (ATM system) is a system infrastructure which
consists of multiple ICT hardware and software components that ingest, fused and
process data from multiple sources such as surveillance sensors and messaging
system and used it to provide information and management services to the air traffic
controller to perform air traffic management [6]. It is also known as a platform
because of its capacity to facilitate the coordinated integration of people, data, tools,
and infrastructure with the help of communications, navigation, and surveillance
systems stationed in the air, on the ground, or in outer space [6]. Common elements
in an ATM system includes the following:

• Conflict management.
• ATM system delivery management.
• Traffic synchronization.
• Demand capacity balancing.
• Aerodrome operations.
• Airspace organizations and management.
• Airspace user operations.

These elements must be able to support all stages of air traffic management action
which include strategic, pre-tactical, and tactical. Figure 2 shows the relation between
elements and ATM action stages.

Strategic level action involves long-term information such as routes, flight slots,
navigational, and communication facilities. Pre-tactical level action involves mid
to near-term information requirement such as flight approval, notice to airmen
(NOTAM), andmeteorology forecast (MET), andfinally, tactical level action involves
all information requirement for real-time ATM operations such as trajectory update,
emergency declarations, and other real-time changes involving day-to-day air traffic
control operations [7]. All these information will be ingested by the ATM system
and will be fused to form knowledge that is needed by the air traffic controllers.
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Fig. 2 ATM system elements [4]

2.3 Information Type in ATM

The lifeblood of air traffic management is information and it resulted from data
sourced from multiple sub-system which is processed to form usable information
for the operation of air traffic management [8]. The information will then become
knowledge to the air traffic controllers and is used to make informed decision with
regard to safety and efficiency of the air traffic services [9]. Type of information that
is exchanged in ATM can be grouped as follows:

• Aeronautical Information—published as anAeronautical Information Publication
(AIP) by the local Aeronautical Information Service (AIS). Comprises informa-
tion about the network, such as the capabilities that are available in the area,
aeronautical charts (for example, airports), and navigational aids, among other
things.

• Flight Information—air traffic service messages, which are exchanged utilizing
an Aeronautical Fixed Telecommunication Network (AFTN). Contains all instan-
taneous updates to air crew, flight plan, location information, and flight changes.

• Airport Information—information about the airport’s configurations, airside facil-
ities, terminal maneuvering area (TMA), hazards and obstructions, approach
profile, and other navigation and communication-related data. Also known as
aerodrome information.
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• Weather Information (METAR)—includes information such as significant meteo-
rological events (SIGMET), terminal forecasts (TAF), and other relevant warning
and awareness information that is deemed critical to flight operations. Originate
from the national meteorology agencies of the country.

• Flow and Capacity Demand Information—generated by the network manager of
flight operators and ANSPs using data from within and neighboring FIRs. These
data are utilized to balance the flight operation network and manage traffic flow
for the controllers.

• Surveillance Information—originated from radar, ADS-B,MLAT sensors, aswell
as other surveillance systems such as satellite-based surveillance. Plot or track of
the traffic, which includes its speed, flight level, transponder information, and
other associated codes, the information also includes additional types of codes.

Except for the surveillance information, this information is mostly available only
in text form which uses the International Alphabet #5 (IA-5) or International Tele-
graphic Alphabet #2 (ITA-2) for transmission using the Aeronautical Fixed Telecom-
munication Network (AFTN) system as main platform of information sharing. Text
forms are good formanual information processing; however, formachine-to-machine
processing, a more modern and efficient format such as XML is required [10].

3 Identified Business Process in ATM

3.1 Background

With the increase of air traffic volume, data and information being produced by
systems and sub-systems within the ATM ecosystem have also increased [11]. This
situation requires systematicway tomanage the flow and usability of the information.
Machine-to-machine processing which enables automation is the way forward that
needs to be undertaken to address this issue. ICAO under Aviation System Block
Upgrade (ASBU) program has highlighted this issue and provided the guideline
under the System Wide Information Management (SWIM) initiatives which can be
adopted by Air Navigation Service Provider (ANSP) such as CAAM as the basis to
address the issue [11].

3.2 Analysis Methodology

To understand the business process in ATM within CAAM, literature review was
conducted on documents and manual involved in the day-to-day operation of ATM
in CAAM. Documents and manual that have been examined are as follows:

• Aeronautical Information Publications (AIP) Malaysia (AIP AMDT 03/2022).
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Fig. 3 Operational SME brainstorming mind map

• ICAO Annex 15—Aeronautical Information Services.
• ICAO Annex 4—Aeronautical Charts.
• ICAO Doc 8126—AIS Manual.
• ICAO Doc 8697—Aeronautical Chart Manual.
• ICAODoc 10066—Procedures for Air Navigation Services—Aeronautical Infor-

mation Management (PANS-AIM).

On top of the literature review, brainstorming methodology was also used. The
brainstorming session was participated by subject matter experts (SME) from the air
navigation service provider (ANSP) as well as the system provider which supplied
the current ATM systems. Also involve are SMEs from the infrastructure provider
which provide the system integration services. The findings from the brainstorming
session are documented by using mind map methodology as per Fig. 3.

The following sections will explain the identified business process based on find-
ings from literature review and the brainstorming session. This paper focusses on
the top three business processes, namely Flight Planning, METAR, and NOTAM
processes, which is heavily related to the day-to-day operation of ATM. All identi-
fied business processes have been documented by using the Business Process Model
andNotation™(Version 2.0) (BPMN™2.0) and presented again to the subjectmatter
expert to get their endorsement in terms of the established as–if processes.

3.3 Business Process #1—Flight Planning and Distribution

A flight plan (FPL) is a document that provides air traffic service units with specific
information on an aircraft’s planned trip or flight segment. The ICAO Annex 2—
Rules of the Air [12] and national flight information publications offer detailed rules
surrounding the submission, contents, completion, modifications, and closure of a
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Fig. 4 Flight plan filing and distribution business process flow

flight plan. A flight plan may be submitted in the form of a written document, an
electronic document, or orally. If a flight plan is required, it must be submitted prior
to departure to an air traffic services reporting office or transmitted during flight to
the appropriate air traffic services unit or air-ground control radio station, unless
arrangements have been made for the submission of repetitive flight plans (RPLs).

As indicated in the AIP, in filing the flight plan, creator of the draft is airline,
or the operator and the completed draft are submitted to the Kuala Lumpur (KUL)
ARONOF for verification and approval. Flight plan that has been approved will be
distributed to ATS operation unit as well as to the originator. The approved flight plan
then will be processed by ATM system to get it ready for Air Traffic Services (ATS)
operation. The flight plan has usually filed more than 24 h prior to the flight. The
approved flight plan will be activated within 24 h prior to the date of flight. Figure 4
shows the business process flow of flight plan filing and distribution.

3.4 Business Process #2—MET Message Distribution

The meteorology services in Malaysia are provided by the Meteorological Depart-
ment of Malaysia. For aviation specific services, it is provided by Aerodrome Mete-
orological Office (AMO) KLIA as Meteorological Watch Office (MWO) and a
National Aviation Meteorological Centre. The meteorological services are provided
for Air Traffic Services (ATS) Unit in the Kuala Lumpur FIR, as well as other AMO
and Aeronautical Meteorological Station (AMS) in Peninsula Malaysia, including
AMO Kota Kinabalu and AMO Kuching. The source of meteorology information
originates from various sensor and forecasting tools such as Automatic Weather
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Fig. 5 MET message distribution business process flow

System at Aeronautical Meteorological Station, Automatic Weather Observing
System (AWOS) along with Runway Visual Range (RVR) measurement adjacent
to touchdown zones, mid-point, and stop-end for all runways, Terminal Doppler
Radar (TDR) monitor of severe weather and wind shear, and upper-air observations
at aeronautical meteorological station four times daily. This information is collected
by the MET information fusion server and distributed to all users by using AFTN/
AMHS platform. Figure 5 shows the process flow ofMETmessages for ATM system
usage.

3.5 Business Process #3—NOTAM Management

Understanding the installation, condition, or change in any aeronautical facility,
service, procedure, or danger as soon as possible is a top priority for all employees
involved in flight operations, and this is exactly what NOTAMs provide. Each
NOTAM follows the format specified by the ICAO NOTAM Code and includes
ICAO acronyms, indications, identifiers, designators, call signs, frequencies, figures,
and plain English. The NOTAM Office publishes and disseminates NOTAM for the
Kuala Lumpur and Kota Kinabalu FIRs in the following four series:

• Series A—KUALA LUMPUR FIR for International distribution.
• Series C—KUALA LUMPUR FIR for Domestic distribution.
• Series D—KOTA KINABALU FIR for International distribution.
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Fig. 6 NOTAM management business process flow

• Series F—KOTA KINABALU FIR for Domestic distribution.

With the use of MYAIM, aeronautical data for pre-flight briefing services may
be accessed and managed with ease. Pilot Briefing Offices at KLIA, Sepang, Sultan
Abdul Aziz Shah Airport, Subang Control Tower, Langkawi International Airport,
Penang International Airport, Senai International Airport, Kota Kinabalu Interna-
tional Airport, Kuching International Airport, and Miri Airport also have MYAIM
Terminals. Printouts of the briefing, complete with all pertinent NOTAM data, are
accessible on demand through printers connected to the MYAIM terminals, which
may be accessed either on-screen or remotely. Interfacing the MYAIM system with
AFTN/AMHS allows NOTAM messages to be sent to stations without MYAIM
terminals, as well as to other ANSPs across the globe and the ATM system. Figure 6
shows the NOTAM Management business process flow.

4 Discussion and Way Forward

Theunderstanding anddocumentationof current business processes inATMinforma-
tion exchange is important to ensure that all information components are captured
during the development of the information exchange interoperability framework.
During the research, other business process which comprises support functions
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process flow will also be documented and studied. A well-rounded and comprehen-
sive understanding of all information components and its related business process
is one of the success factors to a practical and effective framework. It will also
help to understand the main platform and technology that is currently use for ATM
information exchange.

From the analysis of facts gathered in this study, it can be understood that the
current platform for information exchange for ATM system is the Aeronautical
Fixed Telecommunication Network (AFTN) and the ATSMessage Handling System
(AMHS). Except for the surveillance sub-system, all other information sources use
this platform to exchange information with the ATM system. Majority of the infor-
mation is being exchanged by using the IA-5 character set with a specific message
formatting in accordance with each information services such as FPL, METAR, or
NOTAM. The information that contains in these messages are human readable and
made for manual human processing. However, the capability in processing these
messages efficiently is limited by the nature of serial character processing and the
processing and translation of these messages heavily dependent on the parser design
of each sub-system that produce or consume the information.

Implementation of initiative to address the limitation of serial data processing by
using a predefined XML messaging format as defined in the ICAO SWIM guideline
will address the processing performance issue. At the same time, the predefined
XMLmessaging format will also address the interoperability issue between systems
by ensuring transparency in information sharing protocol. A “vendor-lock” situation
can be greatly reduced in implementing new information services related to ATM.

However, to implement SWIM in the Malaysia’s ATM environment, a frame-
work that addresses information exchange interoperability is required to ensure that
the implementation of SWIM infrastructure, which will be unique to Malaysia is
correctly designed, developed, and operated by all stakeholders. With the under-
standing of core business processes in the ATM information exchange, the frame-
work that will be developed will be accurate, logical, and practical to use by the
stakeholders.
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New Method for Generating a Regular
Polygon

Penio Dimitrov Lebamovski

Abstract This paper presents a new method for generating a regular polygon. It is
based on the method of limits of Isaac Newton and the method of indivisibles of
the Italian mathematician Boenoventura Cavalieri. The traditional way to construct a
regular polygon is based on trigonometry, which uses (sin, cos, and radius), respec-
tively. Several vertices and radius characterize it. The newmethoddefines the polygon
by the number of vertices and the side length. And it only uses relationships of
parallel segments. The new way allows drawing a polygon with a number of vertices
stretching to infinity. This is one of the main differences between the two methods,
which is significant. In the existingmethod until now, the number of vertices is limited
to a specific value. Through the new way, the number of vertices can grow to infinity.
It can be a disadvantage because it requires a lot of computer power. These new
polygons can form complex geometric shapes, such as polyhedra (prism, truncated
pyramid, and pyramid). Thanks to the new method, the polyhedra are mathemati-
cally more accurate than the traditional way, which should extrude the polygons to
polyhedra.

Keywords Boundary method · Polyhedron · Regular polygon · 3D software · 3D
technology

1 Introduction

In the theory of mathematical education, which deals with spatial and geometric
imagination development, several experts and researchers are united in their opinion
that these imaginations are poorly developed in some students [1]. For the solution
to this serious problem faced by modern education, especially in schools and univer-
sities, 3D technology comes to the aid of educators, which can, in turn, include:
systems for virtual environments, such as stereo visualization systems with and
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without immersion. An example of immersive systems which can be used in school
is a virtual reality helmet and the high-budget Wedge system. The mentioned tech-
nologies should enable students to study the geometrical objects along the three
dimensions, which, as is known, value along (abscissa, ordinate, and z—coordinate).
At the same time, they should allow for all kinds of manipulations. A large part of
the geometric objects that are studied in geometry is located in 3D space. Where
it is necessary to develop special qualities in students, such as: imagination in 3D
geometry, logical thinking, and practical understanding of the taught material. Some
of the most famous 3D software systems which help teachers to achieve excellent
learning results are GEOGEBRA, CABRI 3D, DALEST, etc. These systems open
up new opportunities for the educational process. Of the mentioned software, only
one of them allows the use of 3D visualization technology and that is GEOGEBRA,
which uses passive anaglyph projection for visualization. However, if there is a suit-
able method for constructing geometric objects, in particular by stereometry. It will
be possible to develop spatial imagination in students who still need it. If the learning
process is turned into a game, then great resultswould be achieved in student learning.
If more virtual, augmented and mixed reality devices would be used, including 3D
printer technology. Then, the result of teaching geometry would be better. Therefore,
this paper presents a new method by which immersive and non-immersive virtual
reality systems can visualize stereometric geometric figures.

The purpose of this paper is to present a new method for generating a regular
polygon. Based on it, more complex geometric objects than stereometry can be
constructed. This new method gives a much better result than the traditional method.

2 Methodology

2.1 Cavalieri’s Method

Before the exposition of the method, Cavalieri says the following: “Whether the
continuous consists of indivisibles or not, the sets of indivisibles are comparable to
each other, and theirmagnitudes are in a certain relation to each other” [2]. Cavalieri’s
method is to compare figures’ faces through all possible lines, which we present as
sections of the figures with lines that move and are parallel to the rule (direction)
all the time. By analogy, the totality of all their parallel sections is examined when
comparing the volumes of bodies. If we have two figures of equal size, all their
possible lines are equal. Regardless of the rule, we have chosen. It follows that all
the indivisibles of a given figure taken under some arbitrary rule are equal to all
the indivisibles of the same figure taken under any other rule. Figures are related to
each other as an arbitrary rule, and solids take all their lines as all their planes taken
by an arbitrary rule. The statement that Cavalieri considers fundamental is that to
discover the relations between two planes or spatial figures, it is sufficient to find the
relation of all indivisibles according to a given rule. The statement that is included in
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geometry textbooks reads as follows: The faces or volumes of two figures are equal
if and only if the faces or the lengths of all their corresponding sections parallel to a
given plane or line are equal to each other. 26 In short, the “method of indivisibles”
is used to determine volumes and faces of surfaces by many parallel lines and planes,
also known as Cavalieri’s Principle.

2.2 Newton’s Method

In a part of his book, teaching immediately after the lemmas, Newton compares the
method of limits with the “method of indivisibles” of Cavalieri. Newton shared the
following thought—“I set forth the preceding lemmas to avoid long boring proofs
with a contradiction in the manner of the ancients”. The proofs by the method of
indivisibles are also shortened, but this method is less geometric and creates more
significant difficulties in using you. In truth, the method of limits gives the same
results as the “method of indivisibles”. The following statement arises from the fact
that the last relations of the vanishing quantities exist, and the vast quantities of the
indivisibles also exist. To this opinion, Newton replies as follows: the last relations
by which the magnitudes vanish are not relations of the last magnitudes, but limits to
which the relations of diminishing magnitudes are all the time approaching, which
may be approached more than a given difference, provided that they do not can
neither surpass nor reach them before the magnitudes diminish infinitely. Different
differential (infinitesimal) representations were so effective that Newton never gave
them up. However, over time, the use of infinitesimal quantities—be they indivis-
ibles, quantities smaller than an arbitrarily given quantity, or extremely small—is
not rigorous enough. In connection with the abandonment of infinitesimally small
addendums, Newtonwrote: “Inmathematical matters, the smallest errors must not be
overlooked”. Newton was the first to introduce the term “boundary”, but he did not
give any definition of the concept of “boundary” and its properties, which reduces the
importance of the proofs of the boundary transition theorems. Newton also consid-
ered this concept intuitive [2, 3]. The method of limits was set forth by Newton
in twelve lemmas. In this article, to clarify the concept of limit, the following two
lemmas of Newton are considered:

1. Lemma 1: The graphical representation of the lemma is shown in Fig. 1 [3]. An
arbitrary geometric figure AacE is chosen, which is bounded by the straight lines
Aa and AE and the curve acE, and they fit into any number of rectangles with
diagonals: Ab, Bc, Cd, Do, which have equal bases: AB, BC, CD and sides: Bb,
Cc, Dd. Reducing the length of the sides of the rectangles: aKbl, bLcm, cMdn
etc. and increasing their number to infinity, then, according to Newton, the limit
of the relations of the figure AKbLcMdD, the circumscribed figure AalbmcndoE
and the curvilinear figure AabcdE are in the ratio 1:1:1 [3].
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Fig. 1 Lemma newton [3]

2. Lemma 2: For similar figures, the lengths of the corresponding sides, both
rectilinear and curvilinear, are proportional, and the faces of the figures are
proportional to the squares of the sides [3].

In the eighteenth century, his theory of limits found critics who considered it
logically imprecise and commentators who disputed the meaning of its applications,
but some advocates developed the theory, such asNewton. Only in the 1920s, Cauchy
began a complete synthesis ofNewton’s ideas, which is still the basis ofmathematical
analysis. Newton’s lemmas listed are of immense importance. It does not give a
uniqueness theorem on a limit or between a limit and an infinitesimal variable.

3 Results and New Method

The traditional method of generating a regular polygon is based on trigonometry.
Several vertices and radius characterized it. To calculate the length of its side, the
relationship between the length of the side and the radius of the inscribed or circum-
scribed polygon is used. In order to be able to generate a prism or a pyramid, it is
necessary to use a technique from three-dimensional computer graphics known as
extrusion. This process is, unfortunately, not very suitable for stereometry applica-
tions. For this purpose, this article presents a new way with much greater accuracy in
drawing polywalls than the mentioned technique. The new method is characterized
by the number of vertices and the length of the side of the regular polygon with side a
[4, 5]. And here, as an additional parameter, the radius of a circle inscribed or circum-
scribed around the polygon can be calculated. Using the relationship between the
side of the polygon and the radius. This innovative method is mathematically more
accurate than the traditional one, as it is unnecessary to extrude a 2D polygon based
on trigonometry. It only uses relationships of parallel segments, not trigonometry.
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Fig. 2 Regular polygon

The disadvantage is that it requires a lot of computing power. Knowing the length
of the side of a regular polygon, the values along the abscissa and ordinate of its
vertices can be calculated.

During the calculation itself, parallel segments and their relations along the two
axes are used. The regular polygon is placed at the center of the 3D coordinate
axis Fig. 2, with z coordinate values equal to zero for each of the vertices of the
base. Next is the determination of the relations of the parallel segments along the
abscissa and ordinate; in this case, they are 1:2:3:4 = 1:2.34:2.34:1. The polygon
is divided into three parts: an isosceles trapezoid, a rectangle, and another isosceles
trapezoid. The height of the first figure is involved in calculating the first and second
vertices, respectively, along the ordinate; the value for the abscissa is equal to a/2.
The value for the ordinate at the third and fourth vertices is equal to a/2, and that for
the abscissa is half of the lower base of the isosceles trapezoid. The calculation of
the values of the fifth and sixth peaks is similar to those of the first and second peaks.
The difference is along the ordinate, where in this case, the values will be negative.
The calculation of the seventh and eighth vertices is similar to these values for the
third and fourth vertices. Here, there will be negative values on the x-axis. Complex
geometric figures such as polygons, pyramids, and prisms can be constructed based
on this regular polygon.

To draw a pyramid Fig. 4 and Table 2, one more vertex showing the pyramid’s
height is needed. Here, there are two more parameters h1 and h2, if they have a value
equal to zero then the final result will be a straight pyramid. If one of the values is
zero, and the other is a non-zero number, the end result will be a tilted pyramid. A
regular octagonal prism can be constructed analogously Fig. 3 and Table 1. Here,
it is necessary to add another regular polygon, as the upper base of the prism. And
here, there are also added two additional parameters h1 and h2, defining a straight
and an inclined prism. The polygons created by the new boundary method are much
more effective than those made by trigonometry (Table 2).
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Fig. 3 Prism with 8 vertices

Fig. 4 Pyramid

They have many advantages, such as

1. Visualization through virtual augmented and mixed realities
2. They are more flexible and can be easily manipulated, for example, coloring the

walls of a polyhedron

The traditionalway to construct polyhedra is to extrude a polygon characterized by
the number of vertices and radius. Extrusion is a technique used in 3D graphics. The
principle of this method is that by moving a 2D graphic, complex three-dimensional
shapes can be formed. Two-dimensional graphics transform by translation, rotation,
or movement along a arbitrary curve. This technique is used by geometry software,
not only for drawing 3D models and stereometric figures. The new method uses
only number relations and is based on Cavalieri’s method of indivisibles and Isaac
Newton’s method of limits. For example, the volume of a cylinder, cone, and sphere
can be calculated using the method of limits. For example, the volume of a cylinder
is called the limit to which the series of the volumes of the regular prisms inscribed
in it tends. In this method, the number of prismwalls grows to infinity. Using the new
boundary method, a regular polygon can be drawn with the number of its vertices
growing to infinity.

Similar to Newton’s method of limits, through the new approach, to reach the
boundary of the studied figure (a regular polygon), the values in the case of the
number of vertices must be increased to infinity. The goal is to reach the formation
of a circle. The essence of Cavalieri’s method is that the geometric figure can be
divided by the sections used parallel to a given rule, which can be segments or planes
in the two-dimensional and three-dimensional cases, respectively. Like the method
of Cavalieri’s Indivisibles with the new process, the geometric figure can be divided
by passing parallel sections. And from there, it follows that these sections are in a
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Table 1 Prism with side of
base equal to a Number of vertex X Y Z

1 − a/2 a * sqrt(0.5511)
+ a/2

0

2 a/2 a * sqrt(0.5511)
+ a/2

0

3 a/2 + 0.67 * a a/2 0

4 a/2 + 0.67 * a − a/2 0

5 a/2 − (a *
sqrt(0.5511) + a/
2)

0

6 − a/2 − (a *
sqrt(0.5511) + a/
2)

0

7 − (a/2 + 0.67 * a) − a/2 0

8 − (a/2 + 0.67 * a) a/2 0

9 − a/2 − h1 a * sqrt(0.5511)
+ a/2 − h2

h

10 a/2 − h1 a * sqrt(0.5511)
+ a/2 − h2

h

11 a/2 + 0.67 * a −
h1

a/2 − h2 h

12 a/2 + 0.67 * a −
h1

− a/2 − h2 h

13 a/2 − h1 − (a *
sqrt(0.5511) + a/
2)− h2

h

14 − a/2 − h1 − (a *
sqrt(0.5511) + a/
2)-− h2

h

15 − (a/2 + 0.67 *
a)-h1

− a/2 − h2 h

16 − (a/2 + 0.67 * a)
− h1

a/2 − h2 h

specific relation to each other. In the case of a regular octagon, the boundary relations
of four parallel segments are used. In this case, they are 1:2:3:4= 1:2.34:2.34:1. The
main contribution of the new approach is that it gives a more accurate result than
the traditional one using trigonometry. When constructing a polyhedron, it is the
best alternative. The conventional way to build a polywall is by extruding polygons.
The disadvantage of the new approach is that it requires too much computing power.
In rare cases, an error of about 0.05% can be reached in determining the ratios of
parallel segments.
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Table 2 Pyramid with side of base equal to a

Number of vertex x y z Wall

1 − a/2 a * sqrt(0.5511) + a/2 0 1,2,3,4,5,6,7,8

2 a/2 a * sqrt(0.5511) + a/2 0 1,2,9

3 a/2 + 0.67 * a a/2 0 2,3,9

4 a/2 + 0.67 * a − a/2 0 3,4,9

5 a/2 − (a * sqrt(0.5511) + a/2) 0 4,5,9

6 − a/2 − (a * sqrt(0.5511) + a/2) 0 5,6,9

7 − (a/2 + 0.67 * a) − a/2 0 6,7,9

8 − (a/2 + 0.67 * a) a/2 0 7,8,9

9 h1 h2 h 8,1,9

4 Conclusion

This paper presents a new way to generate a regular polygon based on Cavalieri’s
method of indivisibles and Isaac Newton’s method of limits. On its basis, complex
geometric shapes can be created, such as polyhedron (pyramid and prism). It only
uses a relationship between numbers, not trigonometry. 2D and 3Dgraphing software
use a traditional method that is based on trigonometry. But they have a limit on the
number of vertices, about some values. The newway allows vertices to grow without
limit (to infinity). Here, it is only necessary to determine the relationship of sections
along the abscissa andordinate. This is necessary to calculate the values of the vertices
along the three dimensions. Futureworkwill focus on 3Dgamedevelopment and how
they can participate in the analysis of cardiac data obtained from a Holter device. In
the 3D modeling of various shapes, the polygons proposed in this article, innovative
for programming, will be used.
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Method for Eliciting Requirements
in the Area of Digital Sovereignty
(MERDigS)

Maria Weinreuter, Sascha Alpers, and Andreas Oberweis

Abstract Digital sovereignty has become increasingly important in socio-political
discourse owing to the increased perception of the absence of the state of digital
sovereignty. This state is based on the contradictory requirements of various parties
caused by the heterogeneity of stakeholders, holding various needs and desires.
A method of eliciting requirements in the area of digital sovereignty (MERDigS)
was developed to create a noticeable requirements basis for software development
projects that intend to enable their stakeholders in the state of digital sovereignty.
It can be used in software development projects to elicit the requirements of stake-
holder groups in isolation. MERDigS adopts a human-centred approach, enabling
it to address the needs and desires of stakeholders as the source of requirements
in digital sovereignty. It captures the full range of requirement types by imple-
menting modules to elicit noncommunicable requirements. MERDigS is developed
by adapting comparative work in the field of requirements engineering. Three experts
were interviewed to assess the plausibility of the MERDigS approach. The assess-
ment showed that this approach is plausible and reasonable. In addition, MERDigS
can be designed to be more generic so that its implementation can be easily adapted
to various software development projects. Future work might incorporate a parallel
exchange with developers into MERDigS to directly discuss technical implemen-
tation options for elicited requirements. Further incorporation might moderate the
requirements between different stakeholder groups.
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1 Introduction

The attainment of a state of digital sovereignty is becoming increasingly important in
socio-political discourse. Digital sovereignty refers to a state in which stakeholders
are in full control and have freedom over their conscious actions and decisions
in the digital space. Stakeholders seeking and achieving digital sovereignty range
from individuals to organisations, civil societies, states, and confederations of states,
providing it a wide range of meanings [1–3]. The state of digital sovereignty can be
attained under four general criteria regardless of the diverse emphases of meaning.

1. Knowledge of the operation of digital technologies. This is a necessary basis for
achieving digital sovereignty. With this knowledge, the potential consequences
and implications of use should be understood and applied [4].

2. Choice between different alternatives.A choice should be made between various
alternatives [5]. On the one hand, if no choice is made between different alterna-
tives with comparable capabilities, digital technologies should be developed and
produced by the stakeholder. On the other hand, they should be developed and
produced by the stakeholder if an alternative represents a key technology for the
stakeholder.

3. Possibility to decide and act according to interests and competencies. Stake-
holders should develop their digital space according to their interests and
competencies and individually shape their digital environment. [Cf. 6, 7]

4. Control in dealing with digital technologies. Control refers to the ability to influ-
ence the use of digital technologies obtained from external providers, determine
their dynamics and impact, and check and correct deviations [Cf. 7, 8].

Although these criteria can be defined in general terms, stakeholder hetero-
geneity leads to differentmanifestations of these criteria. The stakeholder determines,
for example, digital technologies that are designated as key technologies, external
providers who can be trusted, or the extent to which the further processing of data
must be transparent so that they can act and decide confidently. This lack of clarity
motivates us to pursue our desire to attain the state of digital sovereignty. To this
end, this study introduces a method for eliciting requirements in the area of digital
sovereignty (MERDigS). Software engineering requirement elicitation methods are
transferred and adapted to digital sovereignty requirement elicitation methods to
develop MERDigS. The first and most important phase of requirements engineering
is requirements elicitation. Requirements elicitation gathers information about the
requirements and context of a project [9, 10]. The information is collected through
appropriate elicitation methods, either directly through stakeholders or indirectly
through other requirements sources [9, 11].

The research methodology that explains the development process of MERDigS
is outlined below. Hence, MERDigS is described through the field of application, its
artefacts, and the process model steps. The fourth chapter evaluates MERDigS using
three expert interviews to discuss the plausibility of the process model in MERDigS.
Finally, a brief conclusion and outlook for future work are presented. A detailed
presentation of the method is published as a companion white paper [12].
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2 Research Method

This studywas conducted in two steps. First, a variety of requirements elicitation tech-
niques, including their advantages and disadvantages, were considered in the form
of a broad literature search. Simultaneously, highly relevant comparative works,
whose approaches could be adopted by MERDigS to a large extent, were exam-
ined. Consequently, a potential set of elicitation techniques can be identified. The
search for potential elicitation techniques focused on various complexity dimen-
sions that MERDigS must overcome. The selection of complexity dimensions was
inspired by Angelis et al. [13]. The following complexity dimensions were derived
for MERDigS:

1. Stakeholder heterogeneity.Complexity through stakeholder heterogeneity results
from the lack of knowledge regarding the stakeholders addressed by the execu-
tion of MERDigS. Therefore, MERDigS must apply to all currently conceivable
stakeholders of digital sovereignty.

2. Project heterogeneity. The fact that the selection of requirements elicitation
techniques is generally dependent on the project contributes to complexity
through project heterogeneity [11, 14]. Therefore, MERDigS must abstract from
individual software development projects andprovide ageneral generic approach.

3. Communication. Complexity through communication results from the inability
of stakeholders to communicate all their needs in an understandable and commu-
nicable manner [15, 16]. In addition, MERDigS elicits both communicable and
noncommunicable requirements.

4. Abstractness. Complexity through abstractness results from various factors such
as desires, needs, values, insecurities, and fears of the stakeholders, which
strongly influence requirements in the area of digital sovereignty. Owing to such
factors, MERDigS requires more in-depth investigations than, for instance, the
elicitation of functional requirements for general-purpose software. In addition,
MERDigS seeks requirements for an artefact, which is a human construct and
whose scope is difficult to grasp.

5. Accessibility. Complexity through accessibility arises because some elicitation
techniques require experienced applicants [17]. Nevertheless, MERDigS must
also apply to inexperienced applicants.

6. Resource provision. Complexity through resource provision arises from the fact
that MERDigS does not elicit requirements for an entire project. MERDigS
elicits requirements for an area that the project should cover. Therefore, a limited
willingness to invest effort must be assumed. Concerning other requirements
elicitation methods, MERDigS should therefore be feasible in a time-efficient
manner.
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7. Transparency.Complexity through transparency results from the implementation
ofMERDigS, followedbyadditional phases inwhich requirements are processed.
Transparent documentation of elicited requirements is necessary to ensure that
these phases can follow smoothly.

Different platforms and databases were systematically searched for peer-reviewed
scientific articles to select comparative work, which was then evaluated using
complexity dimensions. After ruling out the existence of any method that could
specifically elicit requirements in the area of digital sovereignty, we defined the
following search strings:

a. (requirements elicitation)∧ (multiple stakeholders ∨method ∨ process ∨mixed
methods ∨ ubiquitous systems ∨ embedded systems ∨ large project ∨ social
topic ∨ agile method ∨ goal oriented ∨ collaborative method ∨ nonfunctional)

b. (digital sovereignty) ∧ (method ∨ requirements)

By querying these search strings, a total of 110 comparative papers were chosen
on the first screen. After applying inclusion and exclusion criteria on a second screen,
this number was reduced to 32. In particular, papers presenting methods for eliciting
requirements in large-scale research projects and ubiquitous systems in the context
of software development projects were included. Furthermore, papers focusing on
stakeholders and their needs and desires, for instance by pursuing a value-based
requirements elicitation approach or highlighting the direct communication with
the stakeholders, were included [18, 19]. In addition, reviews of existing require-
ments elicitation methods were included. On the contrary, especially papers that only
propose single tools were excluded. The reason for this at this point of time was the
uncertainty if the individual method for which the tool is applicable is suitable at all.
In addition, papers whose focus was not on requirements elicitation but on the entire
requirements engineering process were excluded. Such papers provide, for example,
methods for documenting and managing requirements or for negotiating conflicts
between stakeholder groups. Following the selection of potential techniques, these
were checked and improved using a predefined selection table. For this purpose, the
selection table of Gupta and Deraman [20] was selected and applied to the param-
eters of MERDigS. Following these steps, four techniques were chosen: document
analysis, focus groups, interviews, and questionnaires, which when combined could
overcome the complex dimensions of MERDigS. Thus, in step two, more specific
literature research on these techniques could be conducted, filling inmissingmodules
and extending modules for the development of MERDigS.
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3 Method for Eliciting Requirements in the Area of Digital
Sovereignty (MERDigS)

MERDigS is used to elicit communicable and noncommunicable digital sovereignty
requirements for a software development project. Moreover, it is used in the initial
project requirements elicitation, wherein additional requirements arising from the
area of digital sovereignty are collected. To this end, MERDigS adopts a human-
centred approach, addressing the needs and desires of stakeholders [21]. The appro-
priate combination of elicitation techniques leads to an approach inwhich the relevant
needs and desires of stakeholders can be elicited at deeper levels. The combination
can be obtained from the steps shown in Fig. 1. Therefore, the stakeholders are
considered at a (predominantly) abstract level at the beginning of MERDigS, so
that basic requirements that apply to all stakeholders in the stakeholder group have
already been collected and validated following the conduction of focus group-like
workshops. By considering the basic requirements as completed, the subsequent
conduction of the interviews can force the elicitation of stakeholder-specific quality
requirements. Under this condition, the human-centred approach can be realised in
the interviews, in which in-depth conversations about the needs and desires of the
stakeholders are held.

3.1 Field of Application

MERDigS can be used for a wide range of software development projects. Appli-
cants are representatives of software development projects in research institutions,
companies, and social institutions, such as project managers, requirements engi-
neering managers, or social technology designers. The application of MERDigS
isolates the requirements of one stakeholder group. The stakeholder groups to which
MERDigS can be applied are as follows: (1) natural persons, (2) a state, (3) public
administration, (4) scientific organisations, (5) business organisations, and (6) civil

Fig. 1 Steps in MERDigS
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society organisations. They represent the intersection of the stakeholders of digital
sovereignty and typical stakeholders of software development projects.

3.2 Artefacts

During the execution of MERDigS, artefacts are generated, modified, and refined.
The information of the intermediate results resulting from the execution of the indi-
vidual steps is stored with these artefacts. The following steps can enable accessing
these artefacts any time, generating new data for each access. Figure 2 shows the
rough course of the information content of the most important artefacts in the
MERDigS process model. Furthermore, it indicates artefacts that can/need not be
prioritised in a given step, as well as the content interpretation and weighting at each
step. Notably, users can choose design templates and application programmes when
creating artefacts. However, the definitions of terms and word usage should adhere
to the definitions of a glossary, which should be completed by step 3. (Sect. 3.3).

The most important artefacts in MERDigS are as follows:

1. Requirements document. The requirements document contains all relevant infor-
mation used, collected, and generated during the execution of MERDigS. It is
generated byMERDigS and serves as an input for subsequent requirements engi-
neering phases. The final requirements register, into which project descriptions,
stakeholder descriptions, nonextended topic areas, and other artefacts can be
inserted, is the primary content of the requirements document [19].

2. Requirements register. A requirements register is a document in which the
collected, not necessarily final, requirements are documented consistently and
understandably [22, 23]. The existing requirements register for the software
development project should be used as a template.

Fig. 2 Relative information content of the most important artefacts
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3. Stakeholder register. Stakeholder types are stored in a stakeholder register with
names, properties, needs, and desires. Furthermore, the proportion of stake-
holders in a stakeholder list assigned to the stakeholder type can be added. If
available, suitable stakeholder representatives of the stakeholder types are stored.

4. Subject area register. The subject area register stores subject areas in which
the requirements in the area of digital sovereignty for a specific project can be
collected and stored. Subject areas, subordinate subject areas, and requirement
types are important contents of the subject area register. During the execution
of MERDigS, the subject area register is expanded to the requirements register
and ambiguous statements, subsequently known as the expanded subject area
register.

3.3 Steps

The process model of MERDigS is divided into six steps that run sequentially. The
six steps are as follows:

Step 1 Comprehension build-up and registration of subject areas First, digital
sovereignty should be understood. Even if this understanding already exists, this
activity is required to perceive the meaning of the emphasis on digital sovereignty
that results from the viewpoint of a specific stakeholder group [24]. Following this,
a subject area register, which serves as a basis for eliciting complete requirements,
is established [23, 24, 26]. In particular, the subject area register helps collect all
relevant needs and desires of stakeholders to subsequently derive them into require-
ments in the area of digital sovereignty [26, 27]. Table 1 can be used for identi-
fying some, but not necessarily all, potential subject areas. Then, the subject area
register is compared to the requirements already elicited for the project to ensure
that no requirements are elicited twice. This makes room for MERDigS’s human-
centred, qualitative approach, which can be more responsive to stakeholders’ needs
and desires [26].

Step 2 Stakeholder analysis Stakeholder analysis involves developing an under-
standing of the stakeholders in a stakeholder group and storing it in a stakeholder
register. Knowledge in building enables analysts to form a stronger bond with stake-
holder representatives in subsequent steps, enabling them to better address their
needs and desire [23, 30]. To this end, the stakeholders of the stakeholder group are
first analysed individually, concerning the software development project, and then
jointly [31]. Stakeholder types must group stakeholders with similar characteris-
tics and must be diverse to the extent possible among themselves. Following this,
information on stakeholder types is stored in a stakeholder register. Furthermore,
stakeholder representatives from each stakeholder type are selected and recorded
in the stakeholder register. Because each stakeholder type has similar stakeholder
characteristics, it follows that they have similar needs and desires in terms of digital
sovereignty. Notably, all stakeholder needs and desires are considered in elicitation
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by identifying the stakeholder representatives of each stakeholder type who are then
involved in elicitation activities. Finally, the requirement register is cross-checked
against the stakeholder register to validate the basic requirements that have already
been elicited and do not need to be refined or modified further.

Step 3 document analysis Documents are analysed to learn about the characteris-
tics, needs, desires, and requirements of various stakeholder types. Document anal-
ysis is specifically designed to uncover missing basic requirements, enabling the
growing collection of quality requirements to be realised in the future course of
MERDigS. Initially, in the analysis, informative documents are found, selected, and
saved in a folder. Thus, subsequent document analyses can be conducted system-
atically and purposefully [32]. Furthermore, with subsequent document analysis,
ambiguous statements that are considered indicators of noncommunicable require-
ments can be further discussed in subsequent elicitation activities [22, 33, 34]. Addi-
tionally, a glossary is established for consistent documentation and understandable
communication as early as possible to reduce effort due to inconsistencies and ambi-
guities [13]. Finally, potential requirements are derived and justified based on the
information about the needs and desires of stakeholder types.

Step 4 Focus group-like workshops This step entails holding focus group-style
workshops with four to nine stakeholder representatives, divided into two parts.
The first part of each workshop is primarily focused on validating elicited basic
requirements, after which the basic requirements no longer need to be discussed
in subsequent interviews because they have either been validated or (provisionally)
transformed into quality requirements. This is conducted through yes/no questions
answered by the focus group team members [26]. A dichotomous answer format is
suggested because of the expected simplicity of finding an answer. The simplicity
of the answer selection results from the focus group team is expected to unambigu-
ously agreewith the basic requirements. The second part of eachworkshop is inspired
by a collaborative elicitation technique termed the KJ method [13, 35]. Individual
brainstorming regarding new requirements is conducted in this section, followed by
a discussion of the requirements. Individual brainstorming ensures the elicitation
of requirements, after which the elicited requirements can be justified, discussed,
and qualitatively improved within the focus group team [36]. Subsequently, use-
case considerations are recommended. Thus, the use cases of the project are refined
through activities that are discussed step-by-stepwith the focus group team. Potential
constraints and enablers of the digital sovereignty of the considered stakeholder group
are perceived and discussed in an intuitive and application-oriented manner during
this process [19, 37]. Following the workshops, within the meaning of introspection,
the members of the focus group team are provided with the opportunity to add previ-
ously unmentioned requirements [13]. These may only emerge through conscious
awareness and observation of everyday behaviour [14]. For the same reason, the
workshop invitation already includes impulses on the topic of digital sovereignty,
which should be perceived more consciously in everyday life before the workshops.

Step 5 Conducting interviews Among other things, the information gathered in
steps 1 to 4 is used to conduct the interviews in step 5 to the smooth extent possible
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and maximise the benefits of direct communication with stakeholder representatives.
Therefore, all pertinent information gathered thus far is compiled in an expanded
subject area register, which is used to design and structure questions for interviews
with stakeholder representatives in the interview guidelines. The interview guide-
lines contain questions for each subject area, to which answer options and follow-up
questions are assigned, creating a tree-like structure [22, 36]. Herein, the initial
questions are primarily based on the needs and desires of stakeholders, and the
follow-up questions are primarily based on the (quality) requirements in the field of
digital sovereignty [18]. The interviews are semi-structured, enabling and encour-
aging spontaneous questions that capture the cognition of stakeholder representatives
[38]. Other parts of the interviews are used to clarify ambiguous statements, open-
ended questions, and potential requirement conflicts, all of which can be used to
elicit noncommunicable quality requirements. These results are shown in Table 2.

4 Evaluation

The plausibility of MERDigS’s approach was evaluated through three expert inter-
views with experienced project members from the state-funded project ‘SDIKA–
Schaufenster Sichere Digitale Identitäten Karlsruhe’ (Showcase Secure Digital Iden-
tities Karlsruhe). Project members from SDIKA represent both potential applicants
and members of the affected stakeholder groups in MERDigS. Thus, they analysed
MERDigS from two different perspectives, which is why their background knowl-
edge was particularly useful in evaluating MERDigS. Experts can be assigned to
public administration stakeholder groups (expert 1), scientific organisations (expert
2), and business organisations (expert 3). SDIKA is another software development
project for empowering citizens and organisations in the state of digital sovereignty.
Consequently, project members are assumed to have specialised knowledge and
critical thinking skills in the field of digital sovereignty.

Conducting expert interviews consumed more than 4,5 h of video material. The
preparation of results of transcribed expert interviews was based on specific upper
and lower categories. The upper categories comprised three categories: ‘Meeting the
requirements’, ‘Quality of method application’, and ‘Quality of method results’, to
which different evaluation criteria were subordinated.

In summary, experts assessed the MERDigS approach as plausible and mean-
ingful. According to Expert 1, many useful modules were also used in practice, and
high-value artefacts were generated, justifying that the use of MERDigS would be
extremely useful for the organisation. Expert 2 examined the incorporation of every
single activity, including the incorporation of optionalmodules, as scientifically justi-
fied. In their overall picture, they lead to the ‘perfection’ of MERDigS. Nevertheless,
a demand for additional degrees of freedom inMERDigS arises. This demand can be
traced back to the heterogeneity of software development projects. As the structure of
MERDigS is extremely complex, Expert 3 seems particularly harrowed toMERDigS.
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Table 1 Subject areas in digital sovereignty to elicit requirements based on [10, 25, 26, 28]

Subject area Description Ancillary subject
areas

Company and
business secrets

Addresses the question of who may disclose
organisation-specific information arising from
commercial or technical spheres and represents
significant corporate assets [29] in an authorised
manner

Authorisation and
information
confidentiality

Competence
deployment

Includes the required and desired use of
competencies and knowledge of the stakeholder
using the software

Basic knowledge,
autonomy, and
assistance

Control Addresses the method through which and the
extent to which the stakeholder has control over
the software and its processes

Control delivery and
responsibility

Decision-maker Concerns the question of the areas in which the
software can be used and take the decisions from
humans

Responsibility and
substitution

Flexibility Enquires about the possibilities that the software
offers to extend the software independently and
the stakeholder to adapt it

Scalability,
networkability, and
adaptability

Functionality Includes the completeness regarding the software
functions and the expected functional scope by the
stakeholders

Adequacy and
correctness

Health Enquires about the influence of the software on
mental and physical health and methods through
which these aspects can be positively influenced
by the software

Communication,
extent and addiction,
and relief

Identity Is concerned with the management, storage,
protection, and authenticity of identity data

Identity management,
authorisation,
authenticity, and
protection of data
privacy

Independence Comprises the degree of dependency of the
software provider on the software stakeholders
operating and using the software

Control, trust, and
foreign companies

Infrastructure Enquires about the basis on which the software
should be built

Origin of
infrastructure,
integrity, and security

Interoperability Includes the compatibility of the software with
existing digital technologies, facilitating switching
between different technology providers

Interconnectivity,
integrity,
accessibility,
portability, and
changeability

(continued)
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Table 1 (continued)

Subject area Description Ancillary subject
areas

IT security Addresses the procedure through which and the
extent to which the stakeholder expect to be
protected from threats and external attacks

Resilience, freedom
from manipulation,
stability, traceability,
and delegation of
rights

Neutrality Enquires to what extent the software should
remain neutral from laws and restrictions and to
what degree it should influence the stakeholder

Influence and
Limitations

Performance Includes the ability of the software to serve
software stakeholders so that its use results in a
benefit to comparable software

Timing, cost, benefit,
effectiveness, and
efficiency

Platforms Deals with the question of the procedure through
which and by whom the platforms should be
designed

Market fragmentation
and trust

Privacy Deals with the release of the identity of the
stakeholder and the identities surrounding the
stakeholder/the possibility of using the software
without inference to the stakeholder’s identity

Nonconnectivity,
communication, and
identity

Reliability Describes the ability of the software to maintain a
level of performance under certain conditions over
a certain period

Fault tolerance and
durability

Sustainability and
maintenance

Enquires the extent to which sustainable resources
and a modular structure are necessary

Modularity,
resources, and
reusability

Usability Includes the ability of software to be understood,
learnable, and executable

Intelligibility,
comprehensibility,
simplicity,
learnability, and
attractiveness

Self-fulfilment Is concerned with benefits derived by stakeholders
from the use of the software compared with the
real world and to what extent the software can
contribute to the realisation of interests and
personality development

Digital presence and
degrees of freedom

Transparency Comprises the level of abstraction and the extent
to which a software discloses its algorithmic
decision-making processes, usage implications,
and background processes to its stakeholders

Information,
understandability,
openness, and
traceability

Trust Deals with trust granting and the elimination of
uncertainties

Security, protection,
and control
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Table 2 Supplementary interview modules

Interview module
[source]

Description

Engagement
scenarios
[24, 39]

In this module, the stakeholder representative is presented with predefined
scenarios about which questioning is performed. The scenarios are
intended to broaden the stakeholder representative’s awareness of the
project to recognise the advantages and disadvantages, as well as the
context of use, and can add requests

Short Stories [18,
39]

In this module, stakeholder representatives narrate a story regarding their
expectation from the software development project. The story should
include a goal, a description, affected stakeholders, limitations, and
alternatives. From the description, information about what the stakeholder
representative wants, why he wants it, when he wants it, and where he
wants it, can be derived. The facilitator can then ask follow-up questions
about the story

Presenting response
options
[33]

If the response options to a question in the interviews are highly likely to
be completed, the response options could be presented to the stakeholder
representative. Therefore, the stakeholder representative must decide on
an answer option, agree to the answer option in numbers, and state the
reasons for selecting the response option

Rankings
[40, 41]

If inconsistencies are observed in the requirements for each topic and
stakeholder type, the requirements can be ordered by the stakeholder
representative according to their preferences and then justified. The
requirements can be written on cards for this purpose

Statements [34] Here, an ambiguous statement is presented to the stakeholder
representative as a statement indicating a specific usage objective. First,
the stakeholder representative explains the statement. Then, advantages
and disadvantages that support the explanation are added. If an ambiguous
statement is presented to all stakeholder representatives in the interviews
as a statement, the understanding that receives the most relevance and
agreement is the unfolded understanding of an initial ambiguous statement

The complete execution of MERDigS may be extremely resource-intensive for
smaller software development projects. Therefore, more optional modules and focus
points should be set in the process model. Existing tasks such as establishing the
glossary and existing steps such as step six or new activities such as distributing
the survey results could therefore be incorporated as ‘optional’ tasks, activities, or
steps. Software development projects should then decide whether these tasks either
lead to excess or necessary additional work. As Expert 1 notices a tendency to
incorporate additional feedback loops, large software development projects, such
as government-subsidised projects, might notice necessary additional effort in these
tasks.

In the following, the evaluation is presented in detail, according to the three upper
categories.
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4.1 Meeting the Requirements

Adaptation. A target criterion of MERDigS is that it should comprise existing
published methods, procedures, techniques, tools, and languages. Whether this crite-
rion is met was not explicitly asked in the expert interviews. Notably, implicit
comments suggest that MERDigS is built on a stable theoretical foundation based on
high-quality and comprehensive literature research. Regarding the research method-
ology, Expert 1 notes that the complete construction kit of requirements engineering
was used and MERDigS is completely mature and without gaps. In Addition, Expert
3 states that MERDigS uses various methods and compares many different theories.

Completeness. The target criterion of completeness includes completeness
regarding the dimensions of digital sovereignty and the types of requirements. A
fulfilment of the completeness regarding the dimensions of digital sovereignty is
supported by the provision of a subject area list as a tool for the creation of the
subject area register. However, according to Expert 2, it depends significantly on the
applicant of MERDigS and the intrinsic incentives of the applicant. Finally, users
must set up the subject area register and adapt it to their software development project.
With the (superficial) questioning in expert interviews, the extent to which noncom-
municable requirements are also collected has not been elucidated. Moreover, this
raises the question of the usefulness of interventions for eliciting noncommunicable
requirements. For efficiency reasons, smaller projects might have to skip activities,
such as recording ambiguous statements, defined for this purpose.

Applicability.The applicability criterion includes the applicability ofMERDigS to
all stakeholders of digital sovereignty.All the experts agreedwith the grouping,which
is necessary to fulfil this criterion, from Chap. 3.1. In addition, after a brief reflection
period, the inclusion of machines, which should also be considered currently, to
stakeholder groups was suggested by Expert 1.

4.2 Quality of Method Application

To evaluate the quality of MERDigS’ application, three criteria of empirical feasi-
bility, acceptability, and timeline were considered together per step. These criteria
describe the smooth implementation of MERDigS on all stakeholders, the appropri-
ateness and usefulness of MERDigS, and the adherence to a defined time frame. To
this end, the experts were asked whether the individual steps tend to run smoothly,
haltingly, or with increased complexity.

Step one is described as a smooth step that sounds good and also necessary.
Notably, the creation of the topic area register is suitable for building up a broader
understanding of the topic of digital sovereignty. For each of the experts, the stake-
holder analysis in step two is a critical step being appropriately inserted at this point.
In step three, the experts initially agree that document analysis is useful. However,
they disagree on the appropriateness of the complexity of individual activities. In
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particular, the creation of a glossary is disputed, which according to Expert 1 should
be defined evenmore broadly, in the sense of an ‘expanded language model’. Experts
2 and 3 consider the creation of a glossary to be unnecessary in practice (but not in
theory) as glossaries are of no use afterwards. Step four also demands further degrees
of freedom and more flexibility. For example, Expert 1 demands further, optional
feedback loops with project members in this step, whereas Expert 2 would omit it
to shorten the elicitation process. Simultaneously, he suggests using MERDigS to
define the goals of the focus group-like workshop without explaining the achieving
of these goals. The approaches of suggesting different tools as options and orienting
the individual brainstorming task towards subject areas in MERDigS identify the
evaluation as critical. In addition, Expert 3 perceives the step as extremely notice-
able, well thought out, and meaningful. In step five, all the experts agree that the
step runs smoothly and is important. Expert 1 again recommends extending the step
to include an optional feedback loop. Step six initially runs smoothly according to
Experts 1 and 3. In practice, however, according to Expert 2, questionnaires are most
likely to be omitted, especially in small projects. Expert 3 backs this up by noting
the effort involved in finding a representative sample.

The fulfilment of the empirical feasibility criterion is also proven by the consensus
of the experts that MERDigS is learnable. In addition, according to all the experts,
the time required to conduct MERDigS is justified, especially by the relevance and
actuality of the topic of digital sovereignty. Moreover, requirements elicitation is
generally worthwhile, as the corresponding time amortises over time.

4.3 Quality of Method Results

Understandability and structure. These criteria include a noticeable, logical, and
complete structure of the generated artefacts. To evaluate these criteria, a drafted
requirements document was presented to the experts. Thereupon, all the experts
agreed that it is generally understandable and well-structured. Expert 1 validated the
content of the requirements document bynoticing that similar pointswere found in his
requirements document. To obtain an additional structure in the requirements docu-
ment, Expert 1 suggests adding standardised diagrams of the individual process steps.
Expert 2 mentions the possibility of structuring the requirements in the requirements
document using the subject areas.

Semantic correctness. Semantic correctness indicates whether the true require-
ments of the stakeholders in the area of digital sovereignty can be represented by
the collected requirements without errors or losses [42]. Given that the guidelines of
MERDigS, in which various cross-checks are included, are followed correctly, the
experts estimate the potential for errors to be low and manageable. However, the risk
cannot be completely excluded, as the semantic correctness is strongly dependent on
the applicant. Expert 1 believes that repeated interviews with different stakeholder
representatives provide additional security for obtaining correct results. Finally, all
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the experts believe that enough tasks are incorporated to avoid inconsistencies,
conflicts, and contradictions.

Relevance. The criterion of relevance encompasses the scope of the requirements
raised, which should not fall outside the topic of digital sovereignty. To fulfil this
criterion, the area of digital sovereignty must be correctly delimited. Through oral
questioning, this criterion is crucial to evaluation, although Expert 2 dares to claim
that the subject area register is used to collect requirements in a defined area. These
specify the area of digital sovereignty and the subject areas in which requirements are
to be collected, as some are deliberately excluded at the beginning. Simultaneously,
Expert 2 pointed out the risk of excluding individual subject areas, as the time when
all requirements for a subject area will be collected is unknown.

5 Conclusion and Future Work

Digital sovereignty is a growing desire of various stakeholders, whose requirements
vary significantly depending on both the specific context and stakeholder. Studies
into these needs are currently conducted to a greater extent. Requirements elici-
tation is not yet sufficiently methodologically supported. Existing methods can be
used to elicit some requirements in the area of digital sovereignty. However, these
rapidly run into contradictions with other unrealised requirements and lead to nega-
tive feedback. MERDigS, a method for eliciting requirements in the area of digital
sovereignty, provides a solution for this. The few existing scientific publications with
direct reference to digital sovereignty and adaptable methods were included in the
development of MERDigS.

The combination of various complementary techniques enables a progressively
stronger focus on (quality) requirements arising specifically from the domain of
digital sovereignty. The increasing focus allows stakeholders to increasingly respond
to their needs and targeted desires, ultimately facilitating the implementation of
the human-centred approach of MERDigS by conducting interviews. However, as
stakeholders are only involved in the last two steps, the additional effort for imple-
mentation is manageable. Furthermore, with the implementation of the subject area
register, MERDigS faces the challenge of collecting requirements in the area of
digital sovereignty and thus in a difficult-to-understand framework. The subject area
register specifies the subject areas in which requirements must be collected, thereby
meaningfully limiting the area of digital sovereignty. Moreover, the process model of
MERDigS is determined by specifications, recommendations, and optional modules.
The allowed degrees of freedom indicate that MERDigS can be applied to different
software development projects.

Nonetheless, MERDigS should be more responsive to project heterogeneity and
thus be built more generically. Finally, expert interviews indicate that the specifica-
tions in MERDigS are overly detailed for small software development projects and
underdeveloped for large software development projects.
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Furthermore, additional efforts are required to empower stakeholders in the state of
digital sovereignty. This motivates the extension of the set framework of MERDigS.
Finally, although the requirements are listed with the application of MERDigS, their
technical implementation has not been elucidated. Thus, the framework could be
expanded to include a direct link to the developers of the software development
project, enabling technical implementation options to be discussed concurrently
with requirements elicitation. Another reason for extending the set framework of
MERDigS is the ongoing conflict potential of requirements in the area of digital
sovereignty. Above all, this potential conflict exists among different stakeholder
groups that pursue and assume divergent goals and functions. Therefore, in an exten-
sion of MERDigS, it can be negotiated as to whose requirements are dominant in
which subject area.

As the requirements in the area of digital sovereignty have to be negotiated both
with and between the various stakeholders, no state of digital sovereignty can satisfy
everyone to the respective individual maximum. To guarantee the state’s digital
sovereignty to many stakeholders, conscious joint thinking and action against the
dominance of a few leading digital companies with solely capital-oriented decision-
making structures are necessary. Consequently, collaborative solutions should be
developed to enable some dependence to demonstrate the willingness and trust of
those sharing the same values and goals. To this end, digital barriers should be
removed and digital competencies be developed.
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A Hybrid Federated Learning-Based
Ensemble Approach for Lung Disease
Diagnosis Leveraging Fusion of SWIN
Transformer and CNN
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Abstract The significant advancements in computational power create a vast oppor-
tunity for using artificial intelligence in different applications of healthcare and med-
ical science. A hybrid FL-enabled ensemble approach for lung disease diag-
nosis leveraging a combination of SWIN transformer and CNN is the com-
bination of cutting-edge technology of AI and federated learning. Since, medi-
cal specialists and hospitals will have shared data space, based on that data, with
the help of artificial intelligence and integration of federated learning, we can
introduce a secure and distributed system for medical data processing and create
an efficient and reliable system. The proposed hybrid model enables the detec-
tion of COVID-19 and pneumonia based on X-ray reports. We will use advanced
and the latest available technology offered by TensorFlow and Keras along with
Microsoft-developed vision transformer that can help to fight against the pandemic
that the world has to fight together as a united. We focused on using the latest
available CNN models (DenseNet201, InceptionV3, VGG19) and the transformer
model SWIN transformer in order to prepare our hybrid model that can provide
a reliable solution as a helping hand for the physician in the medical field. In
this research, we will discuss how the federated learning-based hybrid AI model
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can improve the accuracy of disease diagnosis and severity prediction of a patient
using the real-time continual learning approach and how the integration of feder-
ated learning can ensure hybrid model security and keep the authenticity of the
information.

Keywords AI · VGG19 · InceptionV3 · DenseNet201 · SWIN transformer ·
Federated learning · Privacy

1 Introduction

Integrating artificial intelligence with medical science has created a new dimension
to the treatment world. Computer-assisted diagnosis can help doctors to sense any
forthcoming lethal diseases beforehand. Nowadays, doctors across the world tend
to rely more on AI as it is improving swiftly. We are looking to develop a system
that can identify lung diseases that can help medical people during the treatment
procedure. We are aware that we need to be very cautious to develop a system that
will analyze patients’ medical reports and identify the disease of patients. We are
focusing to use the AI-driven approach to address the lung disease of patients. In
this research, we proposed an ensemble method to detect lung diseases. We focus to
achieve preferable accuracywith better performance; therefore,we build an ensemble
method for our research. We have ensembled several latest AI-based algorithms like
VGG19, InceptionV3,DenseNet201, andvision transformer developedbyMicrosoft.
We have combined the outcome from this algorithm to develop a model that will be
unique and reliable for lung disease detection. Furthermore, we took the help of
federated learning to ensure the data privacy of sensitive patient medical images. We
want to build a network through federated learning where different hospitals will
stay connected together and share their effective treatment models. These effective
models will be used to improve the performance of the central model which will be
considered the core of the entire system. This global model will be updated based
on the outcome from the local model through the federated learning-based network
to ensure high security during the weight transfer process between the models that
will be in different parts of the world.

1.1 Research Objective

The main objective of this research is to build a fusion model using transfer learning
and a transformer model to save the patient from ARDS, a severe state of the lung.
We aim to improve the outcomes of studies on existing transfer learning models by
adding SWIN transformers tomake a fusionmodel, and also using federated learning,
we aim to ensure healthcare data security, low latency, and less power consumption.
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• Lung disease detection using the deep CNNmodel to analyze the severe conditions
of patients.

• Improve existing transfer learning models by building a new fusion model that
combines transfer learning and transformer learning.

• Integration of shifted window (SWIN) transformer model for better accuracy and
detection.

• Utilization of federated learning models for ensuring data security, low latency,
less power consumption, and better accuracy.

2 Literature Review

Kassania et al. proposed a deep CNN approach to detect COVID-19 from X-ray and
CT images [1]. The authors tried to get a better solution to the over-fitting issue in
deep learning due to the small number of training images by using a transfer learn-
ing strategy. Firstly, Kassania et al. applied the image normalization technique to
get better visual quality of input images. In the feature extraction step, the authors
used a transfer learning strategy to lessen computational resources and accelerate the
convergence of the network as their dataset is very limited. Finally, the authors devel-
oped aWeb-based application to assist doctors in detecting COVID-19 by uploading
X-ray or CT images. This research contains some limitations such as few training
data samples and security assurance. In our paper, we fed our model with a compar-
atively larger training set while ensuring the privacy of patients. We have developed
a fusion model to get more accuracy in an efficient way.

Hemdan et al. introduced a framework of deep learning, named COVIDX-Net to
diagnose COVID-19 from X-ray images [2]. The COVIDX-Net framework consists
of seven DCNNs of different architectures, and those are VGG19, DenseNet201,
InceptionV3, ResNetV2, InceptionResNetV2, Xception, and MobileNetV2. The
authors fed their models with a limited number of data. Hemdan et al. got better
results using VGG19 and DenseNet201, whereas the result with InceptionV3 was
not satisfactory. This paper shows a comparison among existing DCNNmodels with
limited data.

Minaee et al. [3] trained 4 state-of-the-art convolutional networks for COVID-19
detection. Jiang et al. proposed a model which is a combination of SWIN trans-
former and transformer and transformer to make a classification of COVID-19 from
a dataset of X-ray images [4]. The existing conventional models have slow compu-
tational power and large sizes. Using the SWIN transformer model can increase the
computational speed with the size of the image. In this paper, Gu et al. proposed a
fusion model that combines SWIN transformer blocks and a lightweight U-Net type
model that has an encoder–decoder structure [5].

Li et al. have discussed the mechanism of federated learning for securing data
and overcoming challenges [6]. First, the authors have mentioned the challenges,
one might face implementing federated learning such as expensive communication,
system heterogeneity, statistical heterogeneity, and privacy concerns. Then, Li et al.
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come up with solutions to those challenges. For more communication efficiency, the
authors have pointed to multiple methods like local updating and decentralized train-
ing. As model training may differ for devices’ hardware specifications, the authors
recommend using an asynchronous scheme that applies an optimization algorithm
parallelly. Sometimes, data for federated learning are divided among devices non-
identically, to resolve this problem, meta-learning and multitask learning have been
added to federated settings [7].

A framework, named MOCHA [8], is used for learning separate but related mod-
els for each device. Bonawitz et al. [9] introduced a protocol for individual model
updates. In this protocol, the central model will not be able to see the local updates
but will observe the aggregated result at the end of every round. This method is an
inspiration for our proposed model where we will implement federated learning to
overcome privacy leakage.

3 Methodology

In Fig. 1,wehave shown the top-level overviewof the proposed lungdisease detection
system. First, wewill collect the data. Next, wewill start to train the existing transfer-
based learning models using our dataset. We have planned to work with VGG19,
InceptionV3, and DenseNet201 model. Then, we will save the best-trained model
individually and ensemble them together. Next, we will start to train the transformer-
based model that we decided to work with the SWIN transformer model. We will

Fig. 1 Top level over view of proposed disease detection system
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also train this model using our dataset. Next, we will combine the trained SWIN
transformer model with the transfer learning-based ensemble model to create our
own hybrid model. Next, we will train the hybrid model with our available dataset
to complete our model training and validation. Moreover, we are using a federated
learning approach to secure each individual model that will be held by the hospitals.
Hospitals will share the best finding outcome with the global server to ensure better
accuracy and outcome.

3.1 Dataset Collection Process

Data collection is the most significant task to start building the CNN model. The
initial step of the work plan is to collect data from different primary sources. We
know medical data is sensitive and difficult to manage. We initially looked to find
medical data from different hospitals. In most cases, we were not able to manage
the same disease-related information. Then, we looked at different disease-related
papers for the dataset. We get different datasets, but still being open-source datasets,
some people alternated the large dataset with wrong files and corrupted files. Thus,
we have become careful enough during the selection process of the dataset (Fig. 2).

3.2 Dataset Analysis and Interpretation

we processed the image data using the available pre-processing techniques. We have
identified corrupted images in the first place. Then, we removed the wrong image
data. For example, the X-ray dataset contains CT-image data. Then, we figure out the

Fig. 2 Sample dataset of a COVID-19; b Pneumonia; c Normal
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number of images available for the training process and increase the data by the data
augmentation process. Next, we used re-scaling, mage-rotation, horizontal-rotation,
and zoom-range for the image processing process. We need to split the dataset into
two categories known as training sets and testing sets. The train set will do the task
of training the dataset and preparing local models for different hospitals. The test set
will do the job of testing the predicted diseases. We followed the convention of the
training set(80%) and testing set(20%). We will have more accurate results if we can
increase the ratio of the training set.

3.3 Classification and Decision Classifier

As our paper requires multiple predictions, we implement the VGG19, InceptionV3,
and DenseNet 201 for it. In addition, we have used a transformer-based learning
model that is the SWIN transformer model. These models will exhibit real-time pre-
dictions for each individual. The probabilistic results of the model will help patients
and medical practitioners to detect the disease.

VGG19VGG19 is the latest version of the visual geometry group model series. This
model series is the successor of the AlexNet. This model consists of 19 layers. Out
of 19 layers, 16 layers are convolutional layers, 3 fully connected layers, 5 MaxPool
layers, and 1 softmax layer.

In order to categorize the photos into 1000 object categories, Simonyan and Zis-
serman (2014) presented the VGG19. There are numerous 3× 3 filters used by each
convolutional layer. Because each convolutional layer uses numerous 3 × 3 filters,
it is a highly well-liked technique for classifying images.

InceptionV3The third generation of inception convolutional neural network designs
is known as InceptionV3. Among other improvements, the InceptionV3 convolu-
tional neural network architecture makes use of label smoothing, factorized 7 × 7
convolutions, and the addition of an auxiliary classifier to move label information
lower down the network (along with the use of batch normalization for layers in the
sidehead).

The inception architecture is built to function successfully even when memory
and compute resources are severely limited. Though the architectural simplicity of
VGGNet is appealing, it comes with a considerable computational cost when assess-
ing the network. As inception is lower while higher-performing successors, it is
feasible to utilize the e inception networks in big-data scenarios.

The architecture of an InceptionV3 is progressively built, step-by-step. 1. Fac-
torized convolutions: This decreases the number of parameters used in a network,
which lowers computational efficiency. It also monitors the effectiveness of the sys-
tem. 2. Smaller convolutions: This causes training to go more quickly by substituting
smaller convolutions for larger ones. Say a 5 × 5 filter has 25 parameters; replacing
it with two 3 × 3 filters results in only 18 (3 * 3 + 3 * 3) parameters [10].
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DenseNet201 A typical convolutional neural network is started with an input image
and runs through the network to get a predicted label. The output of the previous
convolutional layer is used by the subsequent convolutional layer, which receives the
input image from the previous layer and constructs an output feature map.

But, in a DenseNet architecture, all layers are densely connected. That means
an inter-layer connection exists between each layer. Moreover, L connections exist
between L levels, one between each layer and the layer below it. So, there are L(L +
1)/2 direct links in the network. The feature maps of all layers before it are utilized
as inputs for each layer, and its own feature maps are used as inputs into all levels
after it [5]. The DenseNet architecture’s dense connectivity can be represented as

x(l) = H(l)([x(0), x(0), . . . , x(l − 1)]) (1)

SWIN Transformer SWIN transformer is stated as shifted windows transformer.
This is basically a hierarchical transformer that is computedwith shiftedwindows. To
address the challenges of differences between two domains, such as large variations
in the scale of visual entities and the high resolution of pixels in images compared to
words in the text, this hierarchical transformer or SWIN transformer was proposed.

In SWIN transformer architecture, first of all, it splits an RGB input image into
non-overlapping patches using modules like vision transformer (ViT), and each of
the split patches are called “token” which features are set as a concatenation of raw
RGB pixel values.

3.4 Brief Work Steps

This study seeks to aggregate locally trained models by retrieving them from local
servers. The centrally trained model will be sent to all nearby hospitals following
the implementation of federated learning. Most hospitals do not want to share their
patient data for privacy issues. So, in our research methodology, we do not take each
hospital’s datasets, for those hospitals who are willing to connect in this system,
we give them a model which is already trained with some test datasets, that model
is called a global model. This global model will send to each connected hospital
and give them access to fit and train their dataset in that model to contribute to the
improvement of accuracy, that model sent to each hospital is called a local model.
After successfully fitting and retraining local model, it will be sent to a central
server. The server will take the top 80% models based on their accuracy and test
whether the model is most accurate than the previous global model if the global
model will be overridden by the most accurate local model. The CNN and SWIN
transformation algorithms are the foundation of the model. After using the hybrid
ensemble CNN model with the VGG19, InceptionV3, and DenseNet algorithms,
SWIN transformation was included, and the primary model was developed. Figure. 4
is the whole proposed methodology of our research. First of all X-ray data is being
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Fig. 3 Transfer and transformer fusion model

collected to make a global model. The dataset is being preprocessed for training in
our predictive model, there we have to remove some corrupted image data also and
augmentation is being applied.

3.5 Transfer and Transformer Fusion Model

The main part of our model we used hybrid model V1 of VGG19, InceptionV3,
and DenseNet201. All the data is being trained separately in VGG19, InceptionV3,
and DenseNet201. After the ensemble process, the accuracy will increase and make
the model more reliable. Furthermore, adding SWIN transformer to the main fusion
model based on the transfer learning model and transformer model will have the
leverage to combine transfer learning and transformer-based learning that will ensure
novel factors for the model (Fig. 3).

3.6 Federated Learning Centralized Server

The main hybrid trained model will be our initial global model of FL integrated
central server. Then, the server will send the global to each hospital’s local devices.
After that, the hospitals will have their localmodel on their local devices and continue
to work with that. If any of the hospitals have enough datasets to train or fit again
in the local model, they can fit into that and make a request to the central server to
update that model with the global model. The central server will check and take the
top 80% model with better accuracy and update the global model with a local model
whose model’s predictive performance is better than the previous global and other
local models. This work will be done in a loop whenever any hospital will request
to update the global model.
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4 Implementation and Result Analysis

Disease prediction is one of the most sophisticated examples of advanced computa-
tional ability.Now, it is possible to analyze anddetect diseases based onCT-image and
X-ray images. Thanks to the advancement of artificial intelligence. There are several
AI-based models that can do the job of prediction. We have used some cutting-edge
technology to predict the difference between COVID-19, pneumonia, and normal
X-ray images. We have used VGG19, InceptionV3, DenseNet 201, and SWIN trans-
former to create our model that can provide reliability to medical practitioners. We
have tried to come up with the best approach that can help the medical sector from
our computer science field. Moreover, we compared different outcomes that helped
us in the way of making the hybrid model more advanced compared to the existing
disease detection model with much reliability.

4.1 Implementation

VGG19 VGG19 is the latest pre-trained model from VGGNet architecture. It is the
updated version of VGG16. The size of each layer is now 47 which was 41 before
in VGG16. Also, it has variants of filter sizes 64, 128, 256, and 512. In our VGG19
model, we have added 3 batch normalization layers along with two dense layer sizes
of 128 and 64. Moreover, we also made the middle layers trainable false so that we
can avoid overfitting issues. Also, we added a dropout layer with a value of 0.5 to
make sure that our model is safe from the overfitting problem. In addition, we have
used image sizes (224, 224,3) for our overall processing steps. We have been careful
during the choice of size considering our processing unit capability and required
time to complete the training without any issues. In addition, during training time,
we have calculated steps per epoch and the number of epochs based on the available
number of images that also keep our model safe from overtraining. Moreover, with
all these careful steps, we have found 94.4 validation accuracy during our training
time.

DenseNet201 Now, we start to work with another important convolutional neural
network model known DenseNet 201. It is one of the latest neural network architec-
tures available that helped us to make our model even more reliable consisting of 201
layers. We kept the image size (224, 224, 3) during our model training procedure.
Along with this, to avoid overtraining, we have made the internal layer trainable to
false and added a dropout layer of value 0.5. Next, we used a sequential model as
our backbone architecture to pass the DenseNet 201 layers and make our custom
model. We have added the global average pooling 2D layer and a dense layer with a
size of 1024 to complete the process of designing our custom DenseNet 201 model
for improved performance considering the fundamental DenseNet 201 model. In
addition, during training time, we have calculated steps per epoch and the number
of epochs based on the available number of images and batch size count to keep
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Fig. 4 VGG19 training
accuracy and validation
categorical accuracy

Fig. 5 DenseNet201
training accuracy and
validation categorical
accuracy

our model safe from overtraining. With all these careful steps, we have found 94.1
categorical validation accuracy during our training time (Fig. 5).

InceptionV3 InceptionV3 is the third edition of Google’s inception convolutional
neural network. We have used the latest pre-trained model for our disease detection
system. InceptionV3 is a parallel processing architecture. The default input image
size is (299, 299, 3). However, we used (224, 224, 3) like our previously used model
VGG19, DenseNet201.We have used sequential model as our backbone architecture
during the implementation of the InceptionV3 model. We have added the global
average pooling 2D layer and a dense layer size of 1024 during the development of
our custom InceptionV3 model. We have added a dropout layer with a value of 0.5 to
avoid over-fitting problems. Furthermore, we have calculated steps per epoch which
is 200, and the number of epochs is 30 based on the image count of more than six
thousand and batch size of 25. We have fine-tuned the training structure keeping in
mind our hardware limitation and avoiding overtraining. With all these careful steps,
we have found 94.5% of validation accuracy during our training time.
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Fig. 6 InceptionV3 training
accuracy and validation
categorical accuracy

SWIN Transformer SWIN transformer is the CNN architecture with the origin
branch of the transformer-based learning approach. It is one of the most prominent
architectures developed by Microsoft. The full form of SWIN is shifted window. In
this process, we can reach the pixel-level image detail of an image. This transformer
learning technique divided the image into different patches before sending it for
training. Like the existing CNN model, the SWIN transformer is a large encoder–
decoder block that processes the input data. SWIN transformer is the general purpose
backbone of computer vision. The shifting window technique brings astonishing
efficiency by limiting self-attention computation to non-overlapping local windows
while also allowing the cross-window connection. We have used a patch size of (2,2)
and a number of attention heads of 8.Moreover, we have used awindow size of 7with
a shift size of 1. In our training structure, we have maintained the image dimension
is (224, 224, 3). Furthermore, we have calculated steps per epoch that is 200, and
the number of epochs is 10 based on the image count of more than six thousand
and batch size of 25. We have fine-tuned the training structure keeping in mind our
hardware limitation and avoiding overtraining. With all these careful steps, we have
found 82.5% of validation accuracy during our training time (Fig. 6).

Fusion Model We have individually trained and tested our discussed models. Now
in order to create the hybrid model. The hybrid model is the combination of transfer
learning-based models (VGG19, InceptionV3, DenseNet 201) and the transformer
model (SWIN Transformer). We have developed this hybrid model. We have used
the ensemble technique to combine the entire model and build a single unique model
that will work as the backbone of our disease detection system.

We are hopeful that this system that we haveworkedwith COVID-19, pneumonia,
and normal X-ray image will also provide significant outcomes if this model is going
to use for any other detection system development. Furthermore, we have used the
previous training configurations in order to maintain the proper collaboration of the
different models and ensure the best throughput of the hybrid model. We have used
(224, 224, 3) image size with a dropout layer value of 0.5. Next, we have maintained
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Fig. 7 Training accuracy
and validation accuracy
(fusion model)

Fig. 8 Training loss and
validation loss

a proper training structure consisting of the number of epochs, steps per epoch, and
batch size. With all these careful steps, we have found 97.0% of validation accuracy
during our training time by combining techniques that sum the weight of all four
models. Next, we found 94.0% of validation accuracy by combining techniques that
average the weight of all four models.

In Fig. 7, we have shown our trained dataset using fusion model. We have found
training accuracy 99% approximately and categorical validation accuracy of 96%
approximately. This indicates a slight over-fitting problem. However, we are working
to improve this over-fitting problem in our upcoming research outcome.

In Fig. 8, We have found a training loss of approximately less than 0.10% and a
categorical validation loss of less than 0.14%approximately using fusionmodel. This
low loss indicates that our model is overfitting despite using middle-layer trainable
false and dropout layer values of 0.5.
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4.2 Performance Analysis

In Fig. 9, we have shown our findings when we deployed our newly developed
algorithm in a federated environment. We did not find an impressive outcome as we
were facing hardware resource limitations. In a single run, the federated environment
consumed 35GB of RAM.

In Fig. 10, the VGG19’s ROC-AUC curve shows a good area under the curve
than the NoSkill straight line diagonal. Moreover, in InceptionV3, ROC-AUC curve
shows less area under the curve than the VGG19 model. So the InceptionV3 is less
accurate than the VGG19 model. Furthermore, DenseNet 201 the value of AUC is
also well, but initially, the area under the curve got shrinks but the ultimate area is
good.

Fig. 9 Federated learning-based outcome

Fig. 10 VGG19, InceptionV3, and DenseNet201 model’s AUC-ROC outcomes
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Fig. 11 Fusion model’s
AUC-ROC

But in Fig. 11, this is the fusion model’s AUC-ROC curve; here after combining
all the models, we get a good AUC-ROC curve with well AUC value than the other
models individually.

Comparative Analysis In Fig. 12, our comparative confusion matrix analysis has
been shown betweenVGG19, InceptionV3, andDenseNet201. All individualmodels
are predicting mostly true-positive. But in Fig. 10, our fusion model’s true-positive
performance is better than each individual model (Table 1).

We have observed different performance criteria. Among them, we have found
the confusion matrix-based test outcome that gives us an idea about the performance
comparison (Fig. 13).

5 Conclusion

In this research, we have provided brief explanations on A hybrid FL-enabled
ensemble approach for lungdiseasediagnosis leveraginga combinationof SWIN
transformer and CNN. We have used a combined model of transfer learning and
transformer learning known as shifted window transformer to make our model reli-
able. In future, we want to work on the concept drift of federated learning to address
the limitation of federated learning. In addition, we want to improve our algorithm
to make it more efficient and reliable during the analysis process of patient data.
We want to improve our individual algorithm’s efficiency and use better hardware
to train our models that will be efficient and reliable. We also want to analyze our
program’s time and space complexity. In addition, we want to analyze our dataset
from a statistical aspect as well. Lastly, we want to use our developed system in
different disease detection processes to contribute to the medical sector. However,
technology will always work as assistance to medical treatment but will be limited
because of the variance of diseases and treatment processes.
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Fig. 12 aVGG19 (top-left), b InceptionV3 (top-right), cDenseNet 201 (bottom-left), and d SWIN
transformer (bottom-right) model’s confusion matrix outcomes

Fig. 13 Fusion model’s
confusion matrix outcomes
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Table 1 Model comparison table

Model comparison

Classifier Training time (s)
(approx.)

Testing time (s)
(approx.)

Accuracy (%)

VGG19 14440 4 94.4

InceptionV3 15200 2 94.5

DenseNet 201 18120 2 94.1

SWIN transformer 25650 4 82.5

Fusion model (sum) 24122 3 96.24

Fusion model (average) 21600 2 94
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A Sensor System for Stair Recognition
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Abstract Since the 2000s, the use of wheelchairs has been increasing to guarantee
their right to move as the number of people with walking disabilities continues to
increase.However,movement ofwheelchairs on the stairs is constrained because they
are structurally characterized by two large wheels and two small auxiliary wheels.
Therefore, this study proposes an algorithm for estimating the alignment state of
stair-climbing aid and the height of the stairs. Also, it proposes a sensor system for
estimating the entry section of a flatland. As a result of the experiment, based on the
proposed sensor module, the alignment state of the stair-climbing aid is confirmed,
and the height of the stairs is estimated by detecting the edge of the stairs. Also, the
entry position of a flatland at the end of the stairs is detected.
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1 Introduction

As the global aging population and the number of people with walking disabilities
continue to increase since the 2000s, aids to guarantee their right to move have
become a social topic [1]. People who have difficulty walking in their daily lives in
the United States and Europe, Korea, are called mobility handicapped persons. The
number of wheelchair users, a representative aid that supports them, is constantly
increasing. With this increase in demand, the global wheelchair market is expected
to reach $12.2 billion by 2030, according to Grand View Research, Inc. in 2022.

Due to the continuous expansion of the wheelchair market, technology that values
convenience and stability of wheelchair is currently required beyond populariza-
tion. Therefore, response technologies and autonomous driving technologies for
convenience and safety of operation have made rapid progress since the 2000s [2].
However, these are not technological advances to enhance the freedom of wheelchair
movement.

Wheelchairs are structurally characterized by two large wheels and two small
auxiliary wheels. Therefore, movement on the stairs is constrained. Movement on
the stairs requires the use of separate elevator or lift. In the case of a building without
an elevator or lift, there is a difficulty that the guardian must lift the wheelchair in
order to move on the stairs [3]. In addition, additional costs are required because
elevator or lift must be installed on each route, and it may be difficult to install due
to structural problems [4].

Several products have been developed to improve this problem, such as iBot,
a convertible four-wheel inverted pendulum structure wheelchair, Scalevo and
Topchair-S, an electric wheelchair with trackwheels, and are currently on themarket.
However, the high price and all-in-one electric wheelchairs and track wheel modules
did not lead to popularization. Therefore, there is a growing need to develop a stair-
climbing aid that can move on the stairs just by attaching a device to a manual
wheelchair that is easier to move than an electric wheelchair.

Currently, the representative stair-climbing aid operated by the guardian is an
infinite-track product such as the Liftkar PTRmanufactured by SANO. This platform
has excellent contact performance of curved surfaces due to the projection of the
track, so the ground area is evenly distributed, enabling safe driving of obstacles or
stairs [5, 6]. However, the guardian is generally a family of wheelchair users. If the
guardian is old, it is not easy to use the product currently on the market. To use it, the
platform must be properly positioned to climb the stairs to ensure straightness, and
there is a difficulty in ensuring that the platform is adequately supported to prevent
it from falling at the end of the stairs.

Since existing platforms have limitations, it is necessary to adopt a convertible
double-wheel caterpillar structure or landing gear. Prior to that, this study conducts a
preliminary study on the sensor system that recognizes the situation of stair-climbing.
Therefore, this study proposes a ToF sensor-based stairs recognition method and an
algorithm for estimating the alignment state of stair-climbing aid. Also, it proposes
a sensor system for estimating the entry section of a flatland.
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Fig. 1 Proposed sensor
fusion module

2 Research Method

2.1 Sensor System for Estimating the Position of the Stairs
by the Stair-Climbing Aid

In this section, a sensor module for estimating the position of the stairs is proposed.
The two ToF sensors are combined to estimate the position of the stairs. They are
ultrasonic sensors and multi-zone ranging ToF sensors. Based on this, an algorithm
for estimating the alignment state of the stair-climbing aid in front of the stairs and
the height of the stairs are proposed.

2.1.1 Combined Sensor Module using Ultrasonic Sensors
and Multi-zone Ranging ToF Sensors

It is difficult to estimate the misalignment state of an object using a single ultrasonic
sensor due to the limitation of ultrasonic radiation angle and sound wave diffraction.
On the other hand, the multi-zone ranging ToF sensor has a maximum of 8 × 8
multi-zone based on 940 nm invisible IR light. And it is possible to estimate the
misalignment state using a single sensor compared to an ultrasonic sensor, which uses
several sensors. The ToF sensor is VL53L5CX, STMicroelectronics [7]. However, as
the distance from the measurement target increases, the area of the object recognized
in the multi-zone may lead to unexpected results. Therefore, as shown in Fig. 1, this
study proposes one sensor module in order to use the advantages of ultrasonic sensor
and multi-zone ranging ToF sensor.

2.1.2 Algorithm for Estimating the Alignment State
of the Stair-Climbing Aid and the Height of the Stairs

The algorithm for estimating the alignment state in front of the stairs of the stair-
climbing aid is designed as shown in Fig. 2. If the distance between the platform and
the stairs measured by the ultrasonic sensor is a certain threshold value, measurement
value of theToF sensor is obtained and the values of each zone are compared. It allows
the detection area to be measured in a 4× 4 or 8× 8matrix. However, the ToF sensor
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cannot be used at a long distance. Because the IR cannot be reflected depending on
the type of object or ambient temperature. If the deviation between each zone is
within 5–10%, it is determined that the platform is properly aligned, and the height
of the stairs is estimated to start climbing the stairs.

As for the height of the stairs, the edge of the stairs is estimated by checking the
ToF sensor value every 10 minutes while raising the landing gear or double-wheel
caterpillar of the platform. Once the edge is checked, the change in position where
the sensormodule attached to the platformmoved from the ground ismeasured based
on the encoder sensor or other sensors mounted on the platform. And it is calculated
the entry angle that is easy to climb the stairs.

Fig. 2 The algorithm for
estimating the alignment
state in front of the stairs of
the stair-climbing
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2.2 Sensor System for Estimating the Entry Section
of a Flatland of the Stair-Climbing Aid

In this section, a sensor system for detecting the safe entry section of a flatland at
the end of the stairs is proposed. In order to estimate entry section of a flatland,
the pressure sensing unit is designed based on a pressure sensor that is strong in
the external environment. And the entry section of a flatland detection algorithm is
designed using it.

2.2.1 Pressure Sensing Sensor Module

To detect the entry section of the flatland at the end of the stairs while climbing the
stairs, a pressure detection unit including a pressure sensor such as a switch on the
belt support is designed, as shown in Fig. 3. The pressure sensing unit is located
on the bottom surface of the belt support. And it detects the pressure applied to the
belt support by the edge of the stairs during the stair-climbing. The pressure sensing
unit is located at the front and rear of the belt support, and can detect up to two stair
corners during stair-climbing. The pressure sensing unit is designed to be located at
the edge of the stairs with one step difference based on the range of stairs presented
in the Ordinance No. 548 of the Ministry of Land, Infrastructure, and Transport of
Korea. In addition, in order to apply to various types of stairs, the sensing area of the
pressure sensing unit is designed to be wider than the sensing area of the pressure
sensor in order for detecting a wide range of pressure. The pressure sensing unit is
manufactured by attaching a spring elastic body between the belt support and the
pressure sensor to determine whether there is pressure or not.

2.2.2 Algorithm for Estimating the Entry Section of a Flatland

The algorithm for estimating the entry section of a flatland is designed as shown in
Fig. 4. The pressure sensor of the pressure sensing unit detects pressure during the
stair-climbing and determines whether it moves on the edge of the stairs. If pressure
is applied to the front pressure sensing unit after the pressure is detected in the
rear pressure sensing unit, it is a climbing situation on the stairs. If the pressure is
not detected in the front pressure sensing unit after the pressure is detected in the
rear pressure sensing unit, it is determined as the entry section of the flatland. If
the location of the stair-climbing aid is estimated to be the flatland entry section
through the pressure sensing, the landing gear or the double-wheel caterpillar is
controlled to safely enter the flatland. It is expected that the pressure sensing unit
and the flatland entry section detection algorithm will improve the flatland entry
section estimation problem caused by external environments, thereby ensuring the
safety of the stair-climbing aid operator.



978 G.-Y. Kim et al.

Fig. 3 Structure of the pressure detection sensor system on the stair-climbing aid

3 Experiments

3.1 Experiments for Estimating the Alignment State
of the Stair-Climbing Aid and the Height of the Stairs

The results of estimating the alignment state of the stair-climbing aid are shown in
Figs. 5 and 6. The platform is 30 cm away from the stairs. In the alignment state of
the platform, the measurement result shows that the deviation of each zone is within
5–10%. However, the measurement result shows that the deviation of each zone is
large while it is 20° twisted from the front of the stairs. Therefore, it is confirmed
that the alignment state of the platform may be estimated through a sensor module
combined with ultrasonic sensors and multi-zone sensing ToF sensors.

The results of detecting the edge of the stairs to estimate the height of the stairs
are shown in Fig. 7. Likewise, the platform is 30 cm away from the stairs. It can be
seen that the value measured at the edge of the stairs is the smallest. Because the
distance between the platform and the edge of the stairs is the shortest. In addition,
it can be seen that the value of each zone is measured gradually from the edge of
the stairs. Therefore, it is confirmed that the edge of the stairs can be detected by the
multi-zone sensing ToF sensors.
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Fig. 4 Algorithm for
detecting the change section
of the stair flatland

Fig. 5 Estimation of the
alignment state of the
stair-climbing aid

3.2 Experiments for Estimating the Entry Position
of a Flatland

The result of the front and rear pressure sensing unit during the stair-climbing is
shown in Fig. 8. It can be seen that pressure was detected only in the front pres-
sure sensing unit when entering the stairs. It is confirmed that the wheelchair is
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Fig. 6 Estimation of the
misalignment state of the
stair-climbing aid

Fig. 7 Edge detection of the
stairs

climbing the stairs by detecting the pressure at the rear pressure sensing unit after
detecting the pressure at the front pressure sensing unit. When moving the flatland
entry section, however, the pressure was not detected at the front pressure sensing
unit after detecting the pressure at the rear pressure sensing unit. Then, it was judged
by the edge of the last step and was confirmed that the landing gear was controlled
to safely enter the flatland.

Figure 9 shows the acceleration data applied to the user before and after applying
the flatland entry section detection method. The maximum acceleration was 1.15[g]
when entering the flatland at the user boarding area before applying the method, and
a maximum acceleration of 0.55[g] was detected after applying the method. In this
way, the impact amount decreased by 47.8% as the maximum acceleration applied
to the user was reduced compared to before the method was applied, and the safety
was increased to confirm the validity of the flatland detection method.
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Fig. 8 Estimation of the flatland entry position—Data of the front and rear pressure sensing units

Fig. 9 Estimation of the flatland entry position—Acceleration before and after applying the flatland
entry section detection method

4 Conclusions

This study aimed to develop a stair-climbing aid to promote user convenience for
moving passive or light wheelchairs in a stair. To this end, sensor modules and
algorithms for estimating the alignment state and height of the stairs for the stair-
climbing were designed. Also, a sensor system was proposed to estimate the entry
position of a flatland. In addition, the validity of the proposed method was confirmed
through a quantitative verification process, and the contents of this study are expected
to be used for the activation of the existing wheelchair stair-climbing aid.
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Decentralised Renewable Electricity
Certificates Using Smart Meters
and Blockchain

Yuki Sato, Szilard Zsolt Fazekas, and Akihiro Yamamura

Abstract Recently, the use of renewable energy has been promoted to decarbonise
theworld. Renewable energy certificates are issued to prove the authenticity of source
of renewable energy. However, it is not easy to deal with this system because of
security and privacy issues caused in the process amongst stakeholders. We analyse
plausible security and privacy issues caused in related ICT systems and then propose
a renewable electricity certificate to be issued in a decentralised manner using smart
meters and a blockchain.

Keywords Blockchain · Smart meters · Renewable energy certificates · Security ·
Privacy

1 Introduction

Climate change and global warming attract much attention because they severely
affect the quality of our life. The current rise in global average temperature is more
rapid than the previous changes and is believed to be primarily caused byhuman activ-
ity.Burning fossil fuels (coal, oil, andnatural gas [1]) increase emissionof greenhouse
gases, notably carbon dioxide. Climate change can be mitigated by reducing green-
house gas emissions; in particular, reducing use of fossil fuels is desired worldwide
as discussed in COP27 [2]. Fossil fuels accounted for 80% of the world’s energy, and
the remaining share is comprised of nuclear power and renewable energies including
hydropower, bioenergy, wind and solar power, and geothermal energy. Renewable
energy plays an important role in slowing down carbon dioxide emissions.
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In several countries, a carbon tax is levied on the carbon dioxide emissions caused
by producing goods and services. It is believed that a carbon tax reduces carbon diox-
ide emissions by increasing prices of the fossil fuels that emit them when burned.
A crucial issue is how to make visible the social costs of carbon dioxide emissions
caused by human activity, otherwise we do not know how to estimate emission
of greenhouse gases and compute the tax amount accordingly. We have not estab-
lished a fair and transparent process to estimate carbon dioxide emissions through
human activities so far. One of the challenges to this problem is a renewable energy
certificate which is a means to prove the source of renewable energy. It has been
already implemented in several countries although no uniform regulations are set
amongst countries. For example, renewable energy certificate (US), green certificate
(Europe), and Renewable Energy Certificates Registry and GreenTag (Australia)
have been installed. These systems may be suffering from some security flaws, in
particular, the big brother problem, that is, digital surveillance by government and
private actors and its implications for human rights. This problem appears when the
system is constructed based on centralised control over the participants.

Renewable energy certificates can be used, for example, to prove that a product
is made exclusively from renewable energy sources to reduce the tax payment and
are only issued by each organisation related to an energy source or a country. These
systems work only if the organisation does not act in anymalicious way. It is not easy
for ordinary households to issue a certificate and deal with regulation. Therefore, a
third-party organisation issues a certification instead. On the other hand, this causes
serious security and privacy threats. Some measures for information security are
expected for adequate applications of a renewable energy certificate.

The certificates are issued by a third-party organisation that sells electricity with
certificates. The purchasers of electricity with certicicate can use the certificate to
prove that electricity is generated from renewable energy sources when they sell their
products. However, they may get more profit by cheating (Table 1).

Table 1 Data in renewable energy certificate

Data

Amount of electricity Amount of electricity to which the certificate
applies

Period of application Period during which the certificate can be
applied

Maker information Indicates whether the certificate was produced
correctly

Generation data Indicates the distribution channel

Owner information Expresses delivery of certificates
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Fig. 1 Proposed model

Table 2 Stakeholders

Stakeholder Roll

R: Retail company Buy and sell electricity

Produces certificate data

T: Third-party organisation Authenticate certificates

P: Power plant Generate and sell electricity

U: Certificate user Produce and/or sell products with certificates

2 Models and Plausible Threats

In this paper, we concentrate on certificates to prove authenticity of renewable elec-
tricity generation, not renewable energy certificates in general. Therefore, we restrict
our argument to the case when power generators are fixed and power plants accu-
mulate this electricity. An outline of our proposal is shown in Fig. 1. Plausible stake-
holders are retail companies, third-party organisations, power plants, and certificate
users as summarised in Table2. Each of the stakeholders hasmotivation formalicious
acts such as misconduct, dishonesty, and cheating for economic reasons. In addition,
outsiders may act malicious behaviours for economical reasons, however, we do not
touch on the issue in this paper. We shall introduce countermeasures to prevent these
malicious acts.

First, we discussmalicious acts of the stakeholders;R,T,P, andU stand for a retail
company, a third-party organisation, a power plant, and certificate user, respectively.
A retail company R purchases and sells electricity, and R produces a certificate data
at the same time. Note that R can make more profit by selling renewable energy and
so has motivation to falsify certificates; R can sell electricity generated from fossil
fuels in addition to renewable energy and make a profit by rewriting the amount
of electricity generated on the certificate. A certificate user U produces and sells
products with a certificate guaranteed that it is made exclusively from renewable
energy. This helps to exempt carbon taxes. However, the certificate may be falsified,



986 Y. Sato et al.

that is, fossil fuel electricity instead of renewable electricity may be used in the
manufacturing process. A power plant P generates and sells electricity. Note that
P, like R, can fraudulently make profit by forging certificates saying the electricity
is generated from renewable sources, when it is not. We remark that electricity
generated from renewable energy sources often costs muchmore than fossil fuels [3].
A third-party organisation T authenticates certificates and can forge certificates just
to disturbR’s business and obtain inside information which is hidden. This is caused
by allowing only one trusted party as T to deal with issuing certificates. Authentic
certificates may be used twice during their validity period unless some checking
system is installed. In summary, certificates are expected to possess:

(1) Mechanisms to check authenticity of certificates.
(2) Decentralised issuance and management of certificates.
(3) Verification system to check the amount of electricity.
(4) Method to trace the source of certificates.

In addition, certificates need to be easily issued, regardless of whether they are
for large-scale or small-scale power generation.

3 Decentralised Renewable Electricity Certificates

3.1 Fundamental Technologies: Blockchain and Smart
Meters

A blockchain is a technology used for Bitcoin proposed in [4]. It is characterised
by its decentralised nature, which is achieved by a consensus-building algorithm
called proof-of-work. It is also characterised by the inclusion of the hash value
of the previous block to increase tamper resistance. Proof-of-work is a consensus
algorithm that uses hash calculations and is performed when a block is included in
the blockchain. There are various consensus algorithms for a blockchain other than
the proof-of-work [5]. See [6] for detailed information on a blockchain. We employ
a blockchain since we need some mechanism to decentralise the role of R and to
differentiate the proposed scheme from the existing schemes suffering from the big
brother problem.

Smart meters are attached to distribution power lines and can transmit real-time
electricity information from remote locations. They are used to determine electricity
prices in real time [7]. This system is based on the fact that electricity information
can be communicated in real time and that the installation of a smart meter simplifies
the issuance of certificates even for small-scale power generation like feed-in tariffs
(FIT) generation (see [8]).
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Fig. 2 Process of issuing a certificate

3.2 Proposed Scheme

A power plant P sells the electricity generated by renewable resources toR, and then
R creates renewable energy certificate data. Issuance of a certificate is divided into
three processes:

(1) Buying and selling electricity, preparation of certificate data.
(2) Verification and broadcast of block containing certificate data.
(3) Receipt and use of certificates.

See Fig. 2.
The electricity purchase and sale process are divided into four processes:

(1) A power plant P sells electricity to a retailer R1.
(2) Transmission of the encrypted data of electricity generated from the smart meter

to the data pool.
(3) A retailerR1 produces certificate data on the purchased electricity and transmits

it to representative retailer R2.
(4) The representative retailer R2 compiles the certificate data sent to it, creates a

block, and sends it to peer-to-peer network.

The systemuses smartmeters, which prevents cheating in the amount of electricity
generated by P. The data sent to the peer-to-peer network consisting of Rs from P
smart meter is also used to verify certificates. Representative companies are selected
for each region and shared within the peer-to-peer network in advance. By selecting
the R that handles the most electricity in a country or region, the transmission of
certificate data can be reduced. The representative creates and verifies the blocks.
See Fig. 3.

The data structure of the block is created by certificate data, block creator informa-
tion, hash value of a previous block, and timestamp. The block stores the certificate
data and adds the creator information. The block creator information is used to ver-
ify that the correct person is creating the block. The previous block’s hash value
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Fig. 3 Process of verifing a certificate

is included to ensure that the value is tamper-resistant. The timestamp can also be
added to indicate a correspondence with the date of issue of the certificate. The flow
of the block being included in the blockchain is as follows:

(1) A retail company R1 sends the created certificate data to representative R2.
(2) R2 compiles the data sent and creates a block.
(3) The representative verifies the block.
(4) Send the block to the R if the verification result is correct and update the

blockchain. Verification is done by (1) checking if the block generator is cor-
rect and (2) verifying that each value is correct based on the information in
the data pool. Decentralisation is achieved by having verification performed by
peer-to-peer network representatives.

Of course, the representatives need to be incentivised to perform verification. The
verifying Rs can sell certificates. They can make a profit by including a commission
in the price when selling this certificate. Of course, this fee has to be set appro-
priately. However, there will always be buyers due to the existence of companies
like RE100 [9] that have agreed to international initiatives that aim to operate on
100% renewable energy. We believe that the profit is a sufficient incentive to verify
correctly.

To prevent double use, all information about the delivery is recorded on the
blockchain. The delivery of certificates is agreed on a peer-to-peer network through
R. A certificate user U sends the information about the certificate to be delivered to
R. Then, R creates a new certificate based on that data and sends it to the peer-to-
peer network. This is where the change of ownership information takes place. At this
point, the digital signature of R’s private key expresses agreement to the transfer.
The new certificate data is appended with the hash value of the delivered certificate.
The addition of this hash value enables tracking. U must ensure that it is the correct
(Fig. 4).
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Fig. 4 Verification of authenticity of certificates

Function h represents a hash function such as SHA-256, and A, B, C , and D are
the certificate data. U can be identified by:

(1) U gets h(C) and h(A, B).
(2) U calculates h(C, D) and h(A, B,C, D) using h(A, B) and h(C, D).
(3) Verification of the correct certificate by checking whether its figures match those

of the Merkle root in the block.

Consider an example of the actual use of a certificate. As an example, let us look
at the use of certificates in the purchase and sale of a product created by U. At that
time, U creates a certificate owned by R and sends the data to U. U checks that the
certificate is correct if necessary.U then creates the product and sells it. When selling
a product, U compiles the certificate data for the electricity used and requests the
peer-to-peer network to deliver the certificate. Here, the certificate is owned by the
purchaser of the product. Of course, the purchaser of the product can easily check
that the certificate received is correct using the Merkle root.

Consider whether the current model actually prevents cheating as follows:

(1) The rewrite is exposed because the correct certificates are included in the block
(if try to rewrite it, need to rewrite all the previous blocks before the one that
contains the certificate).

(2) About inadequate certificate issuance: as decentralisation is used, issuance can-
not take place. If one tries to make a fraudulent certificate, it cannot be done as
it would require the agreement of the other participants.

(3) About double use of certificates: as the delivery of certificates is carried out on
the blockchain, they cannot be reused. If double use is attempted, it shows that
the certificate has been used previously.
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Certificates created under this model can also be diverted for carbon offset-
ting [10]. As the data relating to the certificates is stored on the blockchain, anyone
can check the information. This transparency can also be useful for other applications.

4 Conclusion

In this paper, the issuance and management of certificates were carried out in a
decentralised manner using blockchain. The use of smart meters also simplified the
issuance of certificates for small-scale power generation like feed-in tariffs (FIT)
generation. However, incentives for peer-to-peer network participants need to be
discussed. It is important to ensure that such incentives would prevent fraud (e.g.
51% attacks).
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The Integration Between Social Media
and Customer Relationship
Management: The Reliability Analysis

Norizan Anwar , Mohamad Noorman Masrek,
Shamila Mohamed Shuhidan, and Yohannes Kurniawan

Abstract Most organization fully utilize social media (SocMed) for their operations
in response to Pandemic COVID-19. SocMed, i.e., e-commerce has attracted more
users to use and studies found that SocMedmanagesCustomerRelationship and indi-
rectly influences business performance. Customer RelationshipManagement (CRM)
has been used for quite sometimes ago by most organizations. However, studies
claimed that organization did not fully utilize the features of CRM. They just keep
customer information without doing anything for future strategic planning, compet-
itive advantage, decision-making, and much more. Therefore, this chapter aims to
investigate the concept of integration between SocMed and CRM. SPSS version 26
has been used in analyzing the descriptive analysis, i.e., demographic profile and
reliability analysis. The results show that all the variables surpass the cutoff value
for the pilot test. This pilot study is giving an insight to the researchers in pursuing
the data collection.

Keywords Social media · Customer relationship management · Reliability
analysis · Integration · SMEs

1 Introduction

Pandemic Covid-19 has triggered all organizations to change their business model.
This is to ensure their sustainability and remain competitive in market. The use
of social media (SocMed) is seen to have come at the right time. Organizations
start to incorporate SocMed in their business activities beside existing systems, i.e.,
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Customer Relationship Management (CRM). In year 2020, the statistic shows that
the total world population is increased by 1.35%, which is 413 thousand people. The
increment led 2.8% for internet users, which is 738 thousand, and 7.7%, which is 2.0
million for active social media users [1]. That is why SocMed becomes top choice
by users to purchase goods.

SocMed has the ability to engage their users in their own way, i.e., posts, stories,
reels, and live. These features led organizations to use SocMed as a platform for
their marketing, reaching out their customers, launching new product(s), product(s)
evaluation, and muchmore. Apart from that, companies are also able to update posts,
stories, reels at any hours and event do live anywhere. Organizations can connect
with their existing customer more closely and attract potential customer at the same
time.

Utilizing SocMed to manage customer relationships can significantly influence
the organization’s performance due to application’s increasing customer engagement
and the value created from these engagements [2]. Empirical study has shown that
that SMEs’ customers use SocMed to generate content, influence other customers
through positive reviews, and mobilize others’ actions toward the brands or products
[3]. According to [4], SocMed increases communication around brands and prod-
ucts, enhances positive as well as negative word-of-mouth around a business and its
products and services. In a nutshell, anything published on the SocMed can be seen
by millions of people in a very short time.

Despite the numerous advantages of SocMed, its adoption and utilization espe-
cially in the contexts of SMEs is not without barriers and problems [5]. Rogova and
Prenaj [4] stated that depending on the business type, size, and age and management
style of the SMEs, hard efforts need to be made in some areas which include the
need to engage human and time resources to manage the SocMed presence, the need
to be very active and produce new content regularly so as to stay in the radar of the
consumers, the need to control the contents to be published so as to avoid any reverse
effects on the SMEs image and reputation. The aforementioned challenges are among
the reasons why SMEs are still not taking full advantage of the SM presence.

As opposed to SocMed and CRM, companies have also widely used them for
establishing contacts with their customers. The implementation of CRM has shown
many positive impacts to the company’s wellbeing which include increasing orga-
nizational performance, improving revenue and profits [6, 7]. Despite the positive
testimonies of CRM implementation, there were also reports on its problems and
failures. For instance [8] found that 70% CRM projects resulted in loss and showed
no improvement due to lack of knowledge and financial resources.

Mining the literature suggests that studies onSocMed and its integration intoCRM
by SMEs is still very limited. Furthermore, the available literature was mainly done
in countries outside Malaysia. While the findings of these studies are undoubtedly
helped the researchers to better understand SocMed utilizations, they are however
not easily applied or implemented in the Malaysian settings. To this effect, a study
that focuses on the use of SocMed and its integration into CRM among SMEs in
Malaysia is considered crucial.
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2 Literature Review

The study adopts and adapts a few dimensions to measure business performance,
including operational performance, customer satisfaction, market effectiveness, and
profitability/financial performance [9]. Meanwhile social media pricing capability,
social media product development capability, and social media marketing are dimen-
sions measuring social media [10]. For Customer RelationshipManagement (CRM),
the dimensions are customer relationship orientation, customer-centric management
system, and relational information processes [11].

2.1 Business Performance

Sustainability of an organization is highly depending on their business performance.
There are few factors that contribute to business performance, i.e., operational
performance, customer satisfaction, market effectiveness, and profitability/financial
performance [9]. Organizations have more control on operational performance as
it is less affected by external factors. Customer satisfaction, market share, reduc-
tion in management cost, lead and order time, effective usage of raw material as
well as enhancing the production activities’ effectiveness [12, 13] are among the
components that led to operational performance which will increase the business
performance. Second dimension in business performance is customer satisfaction.
Customer loyalty, purchase intentions, and organizations care, i.e., appreciate the
customers’ time and effort are among the most significant indicators of customer
satisfaction [14]. In addition, the use of social media is seen as a perfect opportunity
for organization to communicate with customers and solve issues within short period
of time [15]. Marketing effectiveness is essential in measuring the business perfor-
mance. According to [16], marketing effectiveness is where organizations appraise
their marketing activities and strategies in getting their consumer’s or customer’s
preferences, needs, and satisfaction. There are several ways for organizations to put
marketing effectiveness in place such as perform corporate tasks, enhance corpo-
rate performance, interact socially, depend on each other to complete tasks, and
build profitable strategies for competitive advantage [17–19]. The fourth dimension
measuring business performance is profitable/financial performance. The compet-
itive pressure resulting from market interactions between entrants and incumbents
plays a significant role in determining the stability differentials in profits. It also
affects the balance between growth and exit events, cost reduction efforts, margin
gap, and prices set by customers [15, 18]. Engaging in these activities can create new
opportunities to boost the organization’s profitability and efficiency.



994 N. Anwar et al.

2.2 Social Media (SocMed)

SocMed is claimed to be very convenient for customers, as they can browse and
purchase easily with minimal effort. In this study, three dimensions have been used
to measure SocMed, such as social media pricing capability, social media product
development capability and social media marketing [10]. Back in 2011, 39% of
organizations used social media as primary digital tool in order to reach customers
effectively and expected to increase to 47% within the next four years [20]. Orga-
nizations believe that with the use of SocMed, they can connect and engage their
customers, reach larger and broad media expansion with high efficiency and low
costs compared to traditional media [21, 22]. Organizations may be able to hit their
potential customers based on psychographic and demographic characteristics with
the features provided by SocMed too [23].With that, organizations can use the advan-
tages of SocMed to become one of their sales and marketing platforms, enhance their
product/service development capabilities, create engaging content, gather customer’s
reviews and much more. One of the benefits in using SocMed among organizations
is products/services development, for example, PepsiCo learns from their potential
customers in creating new varieties of products and has sold more than 36 million
cases of the Mountain Dew brand products [24]. To one extend, organizations have
more essential to competitive advantage than others [25]. According to [26], SocMed
is designed to be an interactive platform for their users and communities to co-create,
share, modify, and discuss user-generated content. All these led to the rose number
of SocMed users from year to year, i.e., 2022 (up to October) with 59.3% and 2021
(up to October) is about 57.6% out of world population with 1.7% increment [1]. To
organizations, the increment number of SocMed users shows that this platform is a
right platform to market their products/services apart from gaining more customers
and sales. Nevertheless, there are some organizations that deny the capabilities of
SocMed, refuse to use it, and gain benefits it offers [24, 26].

2.3 Customer Relationship Management (CRM)

Customer relationship management is an Information System (IS) application for
capturing customer’s profile. Customer relationship orientation, customer-centric
management system, and relational information processes are the dimensions used
in this study [11]. Customer relationship orientation can be defined as the capability
of an organization to build, develop, and maintain a relationship with the customer
through which the organization achieves its business goals, ensures its survival, and
builds resources itself by nurturing relevant relationships with its stakeholders [27].
In addition, the benefits of having customer relationship orientation implementa-
tion are getting profitable customers’ needs, assisting partner strategies that may
influence customer resources, and also improving an organization’s efficient and
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effectiveness [28]. In ensuring to achieve the customer relationship orientation bene-
fits, organization can incorporate technology in their marketing activities besides
produce new ways of undertaking business as well as enhancing the relationships
with customers [29]. Apart from that, organizations that use SocMed are able to
respond to their customers’ concerns/insight/complains in a prompt manner. There
is no doubt that SocMed is a new method of communication between customers and
organizations [29].Whenever CRM is in place, organizations should have a complete
set of their customers’ information, behavior, liking, and beyond. As a result, devel-
oping a customer-centric relationship management system can pose challenges for
organizations in gathering andmanaging such information [30]. An effective and effi-
cient CRM could assist organizations beyond ordinary business processes and able to
fulfill their customer requirements and needs [31]. These capabilities are necessary
for organizations to create customer-centric management system for them to under-
stand their customers better. Consequently, the failure to link what their customers
wants and needs will lead and cost the organizations to spend more time and money.
It is well-known that CRM is a part of organizational process that focuses on estab-
lishing, enhancing, andmaintaining long-term associationswith their customers [11].
Nevertheless, the information processes are likely to be influenced by an organiza-
tion’s management system. The availability of CRM enables the organizations to
use it for establishing and maintaining relationships, as well as providing appro-
priate responses to customer needs [11]. Therefore, information plays a vital role in
creating and maintaining the customer relationships.

3 Research Methodology

This pilot study was carried out in SMEs in Klang Valley, Malaysia, with specific
sectors such as food and beverage and textile. This selection sector was chosen based
on themost extensive use of SocMed. The questionnairewas distributed in the state of
Selangor and followed by Kuala Lumpur, Cyberjaya, and Putrajaya. The researchers
distributed around 40 copies of the questionnaire as the pilot study only required a
minimum of 30 respondents [32] for further analysis of reliability.

The items in the questionnaire are adapted from thework byReimann et al. [9] and
Tarsakoo and Charoensukmongkol [10] with a fewmodifications in term of language
and content. The important factors in this pilot study were to ensure that all the items
in the questionnaire are reliable and correct to address the research objective later on.
Furthermore, researchers will like to ensure that the items were clearly understood,
well presented, and defined.
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Table 1 Demographic profile

Frequency Percentage (%)

Year(s) of existence in business 5 years and below 14 35

6–10 years 6 15

11–15 years 3 7.5

16–20 years 3 7.5

21–25 years 8 20

> 25 years 6 15

Sector Food and beverages 35 87.5

Textile 5 12.5

Year(s) of social media marketing experience
in business

5 years and below 24 60

6–10 years 13 32.5

11–15 years 1 2.5

16–20 years 1 2.5

> 25 years 1 2.5

4 Findings

About 30 respondents’ data were entered into the Statistical Package for Social
Science (SPSS) version 26. Descriptive statistics for demographic profile and relia-
bility test by looking the Cronbach alpha value in each group of DV and IV are the
main analysis that has been done.

4.1 Demographic Profile

Table 1 presents the descriptive analysis of the respondent’s demographic profile.
The majority of the SMEs have a business existence of 5 years and below. 87.5%
were involved in the food& beverages sector, while the remaining 12.5% belonged to
the textile sector. In term of year(s) of social media marketing experience in business,
the majority of SMEs had 5 years and less of experience.

Table 2 indicates the SocMed account maintained by the SMEs. The respondents
are allowed to answer more than 1. It is found that Facebook and Instagram are the
most SocMed account that they have with 43.2% and 27.3% respectively.

4.2 Reliability Analysis

This study has performed reliability analysis in order to assess the scale’s internal
or reliability consistency strength. Table 3 indicated that all variables are above the
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Table 2 Social media account

Frequency Percentage (%)

Social media Friendster 0 0

Linkedln 5 5.7

Myspace 0 0

Facebook 38 43.2

Twitter 6 6.8

Instagram 24 27.3

Snapchat 0 0

Others 15 17

Table 3 Reliability analysis

Variable No. of Items Cronbach alpha

Business performance

Operational performance 5 0.744

Customer satisfaction 4 0.865

Market effectiveness 4 0.919

Profitability/financial performance 4 0.949

Social media

Social media pricing capability 5 0.893

Social media product development capability 5 0.853

Social media marketing 8 0.901

Customer relationship management (CRM)

Customer relationship orientation 4 0.900

Customer-centric management system 6 0.847

Relational information processes 8 0.930

recommended cutoff value of the pilot study which were 0.6. Therefore, the scale
used in this study was highly validated [33].

5 Discussion and Conclusion

The protocol approach in this pilot study has shown feasibility. It is clearly shown
that the study did not appear to have any problem or impact on the SMEs companies’
employees. On top of that, researchers will follow-up with respective respondent to
give their feedback either via phone call or email. Above all, the questionnaire does
not need any amendments as this pilot study revealed no flaws or issueswith the items
being assessed or commented on. For researchers, it presents a significant challenge
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as most companies continue to operate online due to the Pandemic Covid-19 and
the only way for data collection is through email. Researchers need to get mobile
phone number in order to reach companies under SMEs for follow-up purposes.
The reliability analysis shows that all independent variables and dependent variables
meet the acceptable cutoff point to proceed to the main study. It is important not to
overlook the pilot study process as it provides numerous advantages. Undoubtedly,
the pilot study process carries some risks. However, investing resources and time into
it is worthwhile because it helps to avoid or eliminate unforeseen difficulties [34].
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Machine Learning-Based Intrusion
Detection for IOT Devices

Kirti Ameta and S. S. Sarangdevot

Abstract The Internet of Things (IoT) and its many potential uses are now very
much popular subject of study. One of IoT’s defining features is how readily it can
be implemented in practical settings, yet the same trait also makes it vulnerable to
cyberattacks. An intrusion is an attack on a system or network by an unauthorized
user who poses as a legitimate user or makes advantage of a security hole or flaw.
Intrusion Detection Systems (IDS) are designed to identify attacks at several layers.
To that end, this study employs machine learning approaches based on decision trees
to better identify and categorize intrusion attempts inside an Intrusion Detection
System.

Keywords Intrusion detection system · IOT devices · Internet of things ·Machine
learning

1 Introduction

In order to identify malicious behavior and common threats, the network traffic will
be monitored by an Intrusion Detection System (IDS). After detecting suspicious
behavior, it may also send notifications to the administrator. Several ML methods
may be utilized to effectively manage and categorize threats. Methods for detecting
an incursion are discussed in this section. A hardware or software intrusion detection
system (IDS) monitors, identifies, and alerts the computer or network in the event
of an assault or incursion. To identify and fix any system or network vulnerabilities,
administrators and users may consult this alert report. Anomaly detection, signature
detection, and hybrid detection are three typical types of intrusion detection.

Different intrusion detection methods exist, such as host-based detection and
network-based detection. Host-based intrusion detection is implemented on a single
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host and used to keep tabs on all incoming and outgoing data and compare it to a
model of the host’s traffic flows. This often involves a software agent that monitors
the host’s activity and looks for signs of infiltration by examining things like system
calls, application logs, directory changes, and other user actions. In order to identify
malicious behavior, network-based intrusion detection analyzes network traffic and
keeps tabs onnumerous hosts inside the network.Captured network traffic is analyzed
at the network, transport, application, and hardware layers in an effort to unearth
malicious behavior.

Machine Learning (ML) is a branch of Artificial Intelligence (AI). Machine
learning enables systems to acquire and hone skills automatically via exposure to
new data and use, all without requiring human intervention. The MLmethod is more
effective for IDS in identifying assaults for large amounts of data in a shorter period
of time. Generally speaking, ML algorithms may be broken down into one of three
types: Supervised, Unsupervised, and Semi-Supervised.

The supervised algorithm investigates information that has been completely class
labeled. You may use either classification or regression to do this. Training and
testing are two phases of the categorization process. The response variable serves as
a data aid throughout the training process. Classification techniques include the usual
suspects like the Support Vector Machine (SVM), Discriminant Analysis, Nearest
Neighbor, Naive Bayes, ANN, and Logistic Regression (LR). Linear Regression,
SVR, Ensemble Methods, Decision Tree, and RF are all examples of algorithms that
fall within the broader area of regression.

2 Background

With IDS in place, organization will have a secure environment in which they can
carry out their activities, and itwill be able to prevent harmful network intrusions. IDS
systems today often use Machine Learning (ML) methods as a means of improving
their ability to identify and classify potential security risks. In this study, we evaluate
the use of a variety of ML approaches in IDS and compare their respective levels of
effectiveness.

Zhong et al. [8] revealed that it has been widely discussed how crucial a part IoT
plays in people’s everyday lives, with orders and data transferring quickly between
computers and things to facilitate service delivery. But cyberattacks have become
a major concern, particularly for servers used in the Internet of Things. Network
backbones need to be fortified against a wide range of threats. The Intrusion Detec-
tion System (IDS) serves as the unseen protector of IoT servers. Intrusion detection
systems (IDS) have made extensive use of machine learning techniques. Even still,
the IDS system might need some refinement in terms of precision and efficiency.

Alsoufi et al. [1] claim that the use of deep learning algorithms as a method
for preserving the environment of the internet of things has been successful. The
widespread use of deep learning as a defense mechanism against intrusion detec-
tion attempts is evidence of the effectiveness of this method. IDS that are based
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on anomalies, rather than signatures, are more able to spot zero-day attacks than
signature-based systems.

Liang et al. [4] reports have shown that conventional IDS do not fare well in the
IoT’s network environment; hence, research on intrusion detection systems well-
suited to the IoT’s network environment is warranted. Researchers have discovered
that integrating machine learning technologies into an IDS is an efficient solution
to address the limitations of conventional IDSs in the context of the IoT. Their
study includes developing and testing a new model of analysis for use in intrusion
detection systems. In order to identify intrusions, the latest system employs a multi-
agent-based hybrid placement method. The new system is divided into four sections:
data gathering, data management, analysis, and reaction.

Smys et al. [7] An IoT network intrusion detection system based on a hybrid
convolutional ANN model was suggested in this study. The proposed paradigm may
be used in a variety of Internet of Things contexts. As of 2016, Hodo et al. have
presented an offline IDS for IoT. The device uses an ANN to sift through IoT network
data and spot DDoS assaults (ANN). Their deployment plan centers on keeping an
eye on the data flowing via the Internet of Things in order to identify DoS and DDoS
assaults. In an IoT setting, all packet traffic is monitored by a single, centralized
system [3].

In 2018, researchers Diro and Chilamkurti suggested a deep learning-based
distributed IDS for IoT. The detection system relies on an anomaly detection tech-
nique. In comparison to conventional IDSs, their investigations show that IoT/Fog
network attacks may be detected with high accuracy [6]. While intrusion detection
technologies are commonplace in traditional networks, not much thought has been
given to how machine learning may improve IoT security. To the contrary, as Raza
et al. point out, typical intrusion detection systems are not sufficient to safeguard
IPv6-connected IoT or more sophisticated IoT network settings. Few researches
have looked at the potential of machine learning technology to enhance Internet of
Things intrusion detection systems [2, 5].

3 Methodology

Data was gathered, and it did include network activity. The KDD dataset not only
helped researchers better understand various intrusion patterns, but is also frequently
used as a benchmark for assessing the efficacy of various intrusion detection tools. In
order to derive fair experiments from this dataset, statistical measures give a thorough
knowledge of the dataset itself. The attacks in this dataset may be roughly classified
into four classes:

1. Denial of Service (DoS): Synonymous with causing a host or server to crash,
these assaults are disruptive to routine operations. Such an assault occurs when,
the attacker either denies access to genuine users or causes memory exhaustion,
preventing the system from processing requests from valid users.
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2. R2L: Remote to Local (R2L) refers to the situation in which an attacker may
bypass regular authentication and take control of a system from another location,
for as by guessing a password. In such an assault, an attacker may get unautho-
rized access to a system by sending a package across a network without actually
logging in as a user to the computer.

3. User to Root (U2R): As the name implies, it includes an adversary posing as
the network’s administrator by stealing credentials from a trusted user. Attempts
to get access to the local superuser (root) account without permission, such as
different “buffer overflow” assaults. In this scenario, the attacker compromises
a normal user’s account by obtaining access to that user’s credentials and then
using those credentials to gain control of the system.

4. Probe: In this kind of assault, data is gathered in preparation for a future incur-
sion. This may involve surveillance activities in addition to another kind of
probing attack, such as port scanning. An attacker gathers data about a computer
system network with the intention of discovering a technique to bypass security
measures.

In most instances, the data that is used to generate the final model is a compilation
from a number of various sources. This is because the data that is used to develop the
model is the most accurate. It is necessary to initially divide the data into a training
set and a testing set before attempting to learn anything from them. The parameters of
the model are tailored to a selection of cases included within the training dataset, and
the model’s functionality is then objectively assessed based on how well it performs
on an independent test dataset. This research follows a well-known approach that
recommends separating data into training and testing sets with a ratio of seventy
percent training and thirty percent testing.

4 Results

Code:
# Apply machine learning classification algorithms Decision Tree
To use, just import sklearn.tree from your working directory.
DecisionTreeClassifier
useplt for import of matplotlib.pyplot
The Tree Importer from Sklearn
fromsklearn.tree import export_text
clfd = DecisionTreeClassifier(criterion = "entropy", max_depth = 4)
start_time = time.time()
clfd.fit(X_train, y_train.values.ravel())
end_time = time.time()
print("Training time:", end_time-start_time)
start_time = time.time()
y_test_pred = clfd.predict(X_train)
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end_time = time.time()
print("Testing time:", end_time-start_time)
print(“Trainscore is:", clfd.score
(X_train,y_train))
print(“Testscore is:", clfd.score
(X_test,y_test))
plt.figure(figsize = (20,20))
#create the tree plot
a = tree.plot_tree(clfd, rounded = True, filled = True, fontsize = 16)
#show the plot
plt.show()
#text based diagram
#export the decision rules
tree_rules = export_text(clfd)
#print the result
print(tree_rules)

See Fig. 1.

Fig. 1 Decision tree diagram for IDS for KDD data set.
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5 Conclusion and Future Scope

A decision tree is a method of classification that uses a series of choices, each of
which contributes to the next. A tree structure may be used to illustrate such a series
of choices. Classifying a sample involves working its way outward from the root
node to the appropriate end leaf node, with each leaf node standing in for a different
category. Decision trees are used to forecast the value of a target class for an unseen
test instance based on the values of numerous known examples (DT). A decision tree
is a classification method that uses a series of judgments to determine how an unseen
test case should be labeled. Since decision trees are so straightforward and easy to
build, they are often used as a single classifier.

Decision tree algorithms work by connecting inputs with predetermined
outcomes. Accordingly, we use a certain set of inputs to get to the output. Statistics,
data mining, machine learning, and other disciplines often make use of this kind
of modeling. Classification trees are a kind of decision tree in which the “leaves”
represent the target variables.

Decision tree categorization seeks to provide information in a structure that
includes both the root and the leaf nodes. In order to detectmalicious actions, decision
trees may analyze data and identify key characteristics in the system. By verifying
the order of intrusion identifiers, this boosts the effectiveness of several security
systems. It can recognize instances and patterns that encourage checking, advance
attack signatures, and identify a variety of checking actions. Compared to alternative
approaches, using a decision tree provides a wealth of rules that are both simple and
intuitive, and it integrates well with real-time technology.
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Seek N Book: A Web Application
for Seeking Gigs and Booking Performers

Eric Blancaflor, Jeanne Bernaldo, Elijah Lowell Calip,
and Pauline Andrea Vivero

Abstract The Seek NBookweb application, designed for seeking gigs and booking
performers, has the potential tomake a significant contribution to themusic society. It
cangreatly assistmusically inclinedpeople in securing jobswithin themusic industry,
showcasing their talents, and fostering connections among musicians, organizers,
and fans. This is particularly relevant due to the growing influence of various music
genres facilitated by social media and other platforms. Previous studies show that
musicianswere able to use theweb application although interactions are very limited.
The proposed web application in this study enables the users, which is the organizer
and the musician, to create a job and communicate with each other. The design
shows its effectiveness in creating a platform specifically in connecting organizers
and musicians.

Keywords Web applications · Gigs · Booking ·Musician · Performers

1 Introduction

1.1 Project Context

Music has been a way of expressing oneself and can be a source of their livelihood.
Either play in a band, become a member of the orchestra, create songs, and make
music for movies, television shows, or commercials. Every event around the world
has musicians play music to their audience. Implementing an event is not separated
from the services of musicians, let alone a music event, music festivals, and other
events. Musicians predominantly dominate the provision of services for events, but
the scarcity of essential information makes it arduous to uncover their existence and
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connect with them [1]. It will undoubtedly take a long time for musician seekers to
find musicians to make a booking.

In thePhilippines, it iswidely acknowledged that there are outstandingperformers,
and some even receive recognition on both local and international stages. However,
interesting issues persist for this generation of music players and downloaders.
Despite the recent advancements in technology, a significant number of musicians
continue to be left behind, commonly known as Unsigned Musician. These talented
individuals possess exceptional compositions and music that have the potential to
contribute greatly to the music industry, yet they remain unheard. The aforemen-
tioned factors contribute significantly to the explanation as to why nine out of ten
newly signed musicians fail to record, let alone release, a second record [2].

Today, as much as they want to make their music known at its best quality, it is
being surpassed by what the popular music industries promote. Filipino masses are
innately attracted to anyone or anything famous, especiallywhen seen in their favorite
movies and soap operas [3] and in addition, the rise of new digital platforms has not
only enabled new forms of work activity but has also fundamentally transformed
the way freelancers find new opportunities [4]. For these unsigned musicians to gain
popularity or have the opportunity for their career, they must look for gigs or do any
freelancing job to somehow keep up with the cost of living and aid their needs to
fulfill their passion which is conquering the music industry.

1.2 Purpose and Description of the Study

The proposed web application enables the users, which is the organizer and the
musician, to create a job and communicate with each other with the listeners as a
default user:

The project can be summarized from the perspective of each user:

• User1(Organizer): The main feature for User1 is that they can book musicians for
their events. The organizers can also create a job wherein musicians or listeners
can apply.

• User2(Musicians): Musicians are the only users who can receive a booking
request. They can accept or decline a booking message/request from an organizer.
The musician can also create a job wherein organizers or listeners can apply.

• User3(Listeners): These users can apply as band members or even qualify as
musicians to any organizer’s event that can also view and react to posts. These
users can use some of the web’s functionalities but creating an event or job is not
applicable.

This chapter aims to help determine the current situation of local unsigned
musicians through interviews and develop a web application to provide a more
straightforward booking and job finding of their services.
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1.3 Scope and Delimitations

The main users of the web application will only include local unsigned musicians,
event organizers, and music listeners. Only event organizers are allowed to book
musicians and create events and not vice versa. Both musicians and organizers can
create a job. All users can create threads, create posts, react to posts, send messages,
and send an audio file. Registered users may only access the web application. It will
help assist any musicians in forming bands and promoting their activities.

This project is specifically intended for local unsigned musicians having difficul-
ties finding gigs around the city and event organizers looking for suitable musicians
for their events. The project aims to make booking much more straightforward than
the old way, which takes time to find a gig or book musicians. The project will not
focus on creating contracts, processing payments, and page group creation, and some
features might not work on mobile phones.

1.4 Significance of the Study

This project benefits local unsigned musicians (solo artists, bands, and other musi-
cians) and organizers. The project would also be a valuable tool to assist future
students who would need additional resources to study booking systems for local
musicians.

2 Review of Related Literature

2.1 Web Application and Its Components

A Web application is an application that is invoked with a web browser over the
Internet. Ever since the 90s when the Internet became available to the public the
World Wide Web put a usable face on the Internet, the Internet has become a plat-
form of choice for many ever-more sophisticated and innovative Web applications.
In just one decade, the Web has evolved from being a repository of pages used
primarily for accessing static, mostly scientific, information to a powerful platform
for application development and deployment [5]. Additionally, web applications do
not rely on the operating system of your desktop as it is accessed through internet
browsers such as Google Chrome or Mozilla Firefox which run on web servers able
to display information regardless of the operating system of your desktop computer.
Web applications also store the information provided by their users remotely as
opposed to desktop applications which store information on the user’s computer [6].

Web applications are composed of a set of hardware and a collection of scripts
and programming languages. For the client-side, the scripting language used are
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combinations of HTML which is used to structure a webpage and its content, CSS
to design and style documents on the web, and JavaScript to control the behavior of
different elements. Using these together allows for dynamic content on the client-side
and is responsible for everything a user sees on their browser. For the “back-end”
or the server-side, there are scripting and programming languages available which
allow aweb application to fulfill its purpose of serving dynamic content to users. PHP
can be used in server-side scripting, command-line scripting, and writing desktop
applications. Through server-side scripting, the web server establishes a connection
with the web browser in order to execute the program that the user is trying to run [7].
There are types of databases to store information needed for the web applications,
and examples are Microsoft SQL Server, MySQL, and MongoDB.

2.2 PHP MVC Framework

PHPMVC is an application design pattern that separates the data access and business
logic (model) from the data presentation (view). PHP is easy to set up, compiles fast,
cross-platform, and open-source. Through PHP, developers can maximize what they
can include on their websites. Users can have their data stored in the database. These
features are beneficial for the development of this project.

Since reliability, scalability, security, and maintainability are all in demand for
web-based applications, coding languages such as PHP are becoming popular.
However, features such as data access, business logic, and data representation are
all put together in one, causing some problems in big projects. To solve this, web
applications would make use of the MVC design pattern [8].

The Model View Controller (MVC) design pattern separates different parts of the
code into three components, making codingmoremanageable. As the name suggests,
MVC consists of a Model, View, and Controller. The Model component serves as
the permanent storage of data. It serves as the bridge between the View and the
Controller. Its purpose is to allow the writing and reading of data in the application.
However, this component does not consider what happens to the data as it only
processes them when needed. The View component allows direct user interaction
with the application. It handles the HTML part of the web application, displaying
the output of the data processed by the Model from the Controller. The Controller
component handles the data submitted by the user then passes it to the Model for
storage and updates the Model accordingly when modified. It does not process the
data as it is the job of the Model. The Controller only acts when the user interacts
with the View [8]. Selecting the best PHP framework is a challenge and some of the
commonly used frameworks are CodeIgniter, Kohana, CakePHP, and more.
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2.3 Freelancing Systems and Booking App

Based on researcher Thabassum (2013), most workers are always online and in
touch with their respective clients. Technological innovations such as electronic
deliverability of jobs and fast Internet connections have increased the supply of
remote jobs that can be performed by freelancers [9].

Internet booking applications have been viral [10]. These applications have high-
concurrence features and perform real-time, high-reliability, and security. According
to Xing et al. searching and booking are the fundamental operations that heavily
influence system performance. The system must be able to perform its best in these
fields.

In this chapter, researchers Fiorentini et al. (2015) discuss the importance of
providing a system, method, or process that may allow performers, promoters,
and venue owners to negotiate booking contracts through the convenience of [11]
electronic Commerce.

They have developed a website that offers a confidential chat forum on a booking
website, specifically designed for performers and performance seekers. This platform
allows both the performer and performance seeker to view each other’s profiles.
The performance seeker and performer agree to an electronic contract for a live
performance by a performer. Performance seeker or performer records comments
about the other party in their profile [11].

The researchers concluded it as an object of their present invention to overcome
or ameliorate at least one of the prior art’s disadvantages and provide a helpful
alternative [11].

Batubara and Bachtiar proposed a booking application of music services for
mobile devices to help musicians make the search and ordering process easier
by leveraging technological advancements. The built-in app will provide a service
that connects musicians with musicians. Musicians can search and book musicians
equipped with musician recommendation features based on his portfolio videos
utilizing the YouTube API. Search can be done by specifying the desired criteria.
For example, users can search for musicians based on their desired genre of music.
After that, the system will look for a musician that matches the desired criteria [1].

Moreover, BenShneiderman, in his study, distilled the vast corpus of user interface
design into handful principles. These principles, derived from experience and refined
over three decades, require validation and tuning for specific design domains [12].

3 Methodology

The researchers employed the Software Development model, as seen in Fig. 1, a
methodology that makes the researchers to create a system for a technology-based
project, ensuring well-defined objectives are established. The Figure below shows
how the research and development model is broken down.
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Fig. 1 Software
development model

3.1 Data Gathering Phase

The first step in this model is data gathering. Here, researchers gather pieces of
information and related systems, which also include conducting interviews with
specific users (organizers and musicians) of the proposed system. The proposed
study has the following features below:

• Recruitment—(a) any user can post a job or look for a job, (b) interested applicants
can message the post’s author by clicking the job posted, (c) agreements on both
sides will stay confidential.

• Response—(a) once an organizer creates an event and book selected musicians,
the system automatically sends amessage to the invitedmusician, (b) themusician
will choose to accept or decline the organizer’s invitation via message, (c) once
any user applies for a job, the system will automatically send a message to the
creator of the job offer, (d) all users can create a thread for discussion onto the
community page and comment to any users’ thread, (e) all users can like on other
users’ posts from their profile, (f) all users can send an audio file, (g) all users can
follow each other.

• Booking—(a)must create an event before booking amusician, (b) only organizers
can make the booking, (c) organizers shall be the ones providing the contract.

3.2 Analysis and Design

This phase includes the breaking down of deliverables into more detailed require-
ments. The researchers created the process flow for the system and a use-case diagram
on how the system will be used, see Fig. 3.

As seen on Fig. 2, specific users (organizers and musicians) can post a job and
can be viewed and applied by any other user. Once a user clicked the job offer, it will
redirect to a conversation with the author of the offer to discuss further details and
may decline if they are not interested or accept the applicant.

As seen in Fig. 3, organizers must create an event before booking a musician.
After creating an event, organizers can look for their preferred musicians and click
the “Book Now” from the musicians’ profiles. Once a musician fully accepts the
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Fig. 2 Recruitment process flow

offer, they can now click the “Accept” button from the organizer’s invitation, and
their profiles will be added to the organizer’s event.

3.3 Development/Coding

This is where the actual coding and implementation of the system takes place. The
design will now be turned into code using the programming language decided in
the analysis and design phase. The system architecture shown in Fig. 4 presents the
hardware and software module design of the proposed system. It is divided into four
major components, local application logic, server application logic, database, and
external resources.
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Fig. 3 Organizer booking process flow

Fig. 4 System architecture
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3.4 Product Testing

The product testing phase is where the system and application will be tested out.
UAT results conducted in this study are presented in the next section.

4 Results and Discussion

A user acceptance test questionnaire using PSSUQ (Post-Study System Usability
Questionnaire) was used to conduct a summative assessment since the review took
place after the systemhadbeen completed andhas undergone testing. The seven-point
Likert scales shown in Fig. 6 were used to interpret the data that were gathered from
the software evaluation. The questions are divided into three sub-scales, namely
System Usefulness (SYSUSE), Information Quality (INFOQUAL), and Interface
Quality (INTERQUAL).

The purpose of the initial questions is to identify whether the researcher’s devel-
oped system met their objectives. This section includes questions that pertain to the
user’s system experiences.

As presented in Fig. 5, the result of the first sub-scale, System Usefulness
(SYSUSE) evaluation, indicates that the users are satisfied using the system. This
actively illustrates that the users were able to learn the system at once which enables
them to accomplish the tasks and scenarios readily and comfortably.

The next half of the questions is to identify whether the information shown on the
website is helping users to find what they are looking for: gigs, events, trending, and
so on.

Fig. 5 System usefulness chart
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Fig. 6 Information quality chart

The target users may need instructions to perform tasks, the reason for this occur-
rence is that they were confused about how the system works at their first experi-
ence. With instructions, users can comfortably navigate and correct any mistakes
they might experience such as editing event information, unfollowing other users,
and so on as shown in Fig. 6. Therefore, the users were able to find the informa-
tion they needed and have given the second sub-scale: System Quality Information
(SYSQUAL) a satisfactory rating.

5 Conclusion and Recommendation

Organized information or details play a considerable portion in the decision-making
process because better comprehension can be obtained from having a clear view of
elements rather than from a visual that is in plain text and numbers. This chapter aims
to provide a more straightforward booking and job finding of each users’ services.
With the researchers’ testing, it was observed that the following features seemed to
help the target users: organizers andmusicians on their process on bookingmusicians
and seeking gigs. For the organizers, the feature of booking musicians proved to be
useful as they will just go to the musicians’ profiles, send an invite for booking, and
wait for their response and once those musicians accepted their requests, they are
automatically added to their event. For the musicians, the features of creating a job
to find bandmates or organizers proved to be helpful as they will just go create a job
or apply for a job and wait for a response. Posting in the community page seemed to
be helpful as well, as they can share what they want and have interactions with other
users.

Based on the result of the user acceptance testing, it proves that the functionalities
were approved by the users with a satisfactory rating to a highly satisfactory rating
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in accordance with the PSSUQ criteria. With these results, researchers can conclude
that the website is proven useful and of great benefit by the end users.

Furthermore, the web application shows its effectiveness by creating a platform
specifically designed to connect organizers and musicians. Although there are a few
limitations when it comes to the user interface of the website, users were still able to
navigate thewebsite. This study could also serve as a guide for future researcherswho
are planning to conduct this for the local music industry. It is also recommended that
future researchers to also give opportunities to other local performers like comedians,
stage performers, and so on.
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Proposal Architecture of the Smart
Campus

Salmah Mousbah Zeed Mohammed

Abstract As a high-degree shape of a clever schooling system, the smart campus
has received developing research hobby worldwide huge. Due to the multidisci-
plinary nature of the smart campus, the present studies in the main focus one-sidedly
on modern-day technology or revolutionary academic standards, however, leaves a
deep perception of the fusion of them and omit the implication of the clever campus
in different clever towns. This examination underlines the interdisciplinary imagina-
tion and prescient of the clever campus. Based on a complete overview of permitting
technology and present clever campus proposals, a human-centric, gaining knowl-
edge of orientated clever campus is envisioned, described, and designed, with the
number one purpose of serving stakeholder hobbies and academic transport on the
tempo of technological improvement to growth. As properly as discussing the inter-
disciplinary elements using or limiting the clever campus revolution. The anticipated
contribution of this exam is to provide a comparative reference of a smart campus
for international schooling providers, governments, and generation organizations
supplying such offerings.

Keywords Cloud computing · Internet of things · Augmented reality · Artificial
intelligence

1 Introduction

With the improvement of the era, people’s dwelling andoperatingbehavior in addition
to gaining knowledge of techniques has changed significantly. The slow extrusion
inside the gaining knowledge of surroundings and the growing call for personalized
and adaptive gaining knowledge of have pushed reforms and tendencies in schooling.
As a high-stage shape of a smart schooling system, the clever campus has emerged
as a truth and is receiving extra and extra interest across the world. The clever
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campus creates a smart gainingknowledgeof surroundings for residents by reworking
them into a smart workforce, thereby turning into a vital part of the clever town
framework [1]. The improvement and recognition of smart campuses additionally
aid the knowledge-primarily-based totally economy. The global clever schooling
marketplace is projected to develop at a CAGR of 15.96% from 2018 to 2022 [2].
In any such hastily changing field, there may be a pressing want to behavior lively
studies and apprehend the clever campus and its traits clearly.

Various literature evaluations had been performed on this area concerning the
multidisciplinary nature of clever campus studies. On the only hand, the latest emer-
gence and development of records and conversation technology (ICT), synthetic
intelligence, clever devices, and variable truth technology are growing unheard-of
and forward-looking possibilities for instructional establishments to acquire higher
instructional requirements and achievements aid review articles with inside the era
segment emphasize cutting-edge technology and search for their capacity programs
on the clever campus. To call only a few, Internet of things (IoT) programs and cloud
computing technology with inside the clever campus are mentioned in [3]. Smart
campus technology within the context of the 5G community is mentioned in [4]. The
capacity programs of the AR era in schooling are reviewed in [5]. The proposals in
those evaluations are era-pushed, while the principal unit of schooling, students, and
teachers is not always targeted on any such clever era campus. Figure 1 suggests the
everyday shape of a smart campus with key technology that aids its operation.

The relaxation of the report is prepared as follows. Assistive technology inside the
clever campus is mentioned in Sect. 2; the imaginative and prescient of the human-
centric, gaining knowledge of-orientated clever campus is contained in Sect. 3; fea-
sible smart services are explored in Sect. 4; the interdisciplinary implications of the
clever campus are mentioned in Sect. 5; and Section 6 concludes the report.

Fig. 1 Smart campus architecture
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2 The Technologies of Smart Campus

The improvement of the clever campus might now no longer be feasible with out
technological innovations. In the literature, cloud computing, IoT, AR, and AI are
some of the most important technology helping the clever campus revolution. The
precept of those technology and their blessings for the clever campus is mentioned
in this section.

2.1 Cloud Computing

It is a dispensed computing version that gives convenience, the on-call community
gets admission to a shared pool of configurable computing sources (which includes
networks, storage, and applications) that scales swiftly and may be deployed and
deployed. And sharing is primarily based totally on the user. Request with minimum
interplay with the provider [6]. The popularization of cloud-primarily-based totally
systems has been diagnosed as a key fashionwithin the discipline of technology-more
advantageous clever studying. Compared to conventional computing infrastructure,
where each hardware and software program are owned andmaintained by businesses
on-site, cloud computing permits studying activities in an unstructured environment.
It permits inexperienced persons to have short get admission to online studying
sources and offerings anytime, anywhere, with limitless scalability, more comfort,
and decreased costs [7]. By the usage of a cloud-primarily based total studying
platform on the clever campus, digital studying substancesmay be created and shared
seamlessly, increasing the temporal and spatial dimensions of coaching and studying
and facilitating studying activities.

2.2 Internet of Things (IoT)

By integrating the user’s digital gadgets, clever sensor gadgets, the net, and superior
communique technologies, the IoT extends net connectivity to bodily gadgets and
ordinary objects. The destiny computing paradigm is expected to transport past the
conventional cellular mode primarily based totally on smartphones and laptops and
toward an environment surrounded by related and shrewd objects [8].

The capacity blessings of imposing IoT technology in clever campuses especially
lie in 3 aspects. First, IoT gives statistics to online educators to track pupils gaining
knowledge of development and take knowledgeable action. Second, IOT automates
the clever campus operation of the campus and simplifies the learning of the process.
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2.3 Augmented Reality (AR)

AR is a brand new shape of revel in wherein the actual international is augmented
through digital content material from a computer, permitting for a unbroken overlap
and fusion among computer-generated content material and our belief of the actual
international [9]. As a next-era interface, AR gives a one of a kind way of interacting
and collecting reviews to beautify the coaching/studying surroundings. On an AR-
powered smart campus, college students usually advantage a higher understanding
and knowledge ofwhat’s taking place round them,which complements their studying
reviews.

2.4 Artificial Intelligence (AI)

It is a computation technological know-how of creating machines or structures to
study from experience, adapt to new inputs, and carry out human-like tasks, which
may be a the proper method to resolve troubles in which solutions may be now
no longer regularly generated through analytical analysis. Based at the perceived
environment, the finishedAI set of policiesmust be capable ofmaximizing the chance
of the agent to successfully attain its cause through interplay with the environment or
extracting vital data from statistical data. AI has currently received huge success in
lots of actual global applications, which include sample recognition [10], forecasting,
translation, control, and games.

3 Human Learning Smart Campus (HLSC)

Smart campuses act as a key vicinity of the smart city, and they may be often placed
in a similar socio-economic, environmental, and geographic context, due to this
that they percent not unusual place infrastructures, communication channels, similar
services, delivery networks, or may be disturbing conditions and dreams. As noted
in Sect. 3, the implementation of a smart campus can in an element draw on the
experience of various smart city areas, resulting in some smart applications that
can be universally required, together with energy management, waste management,
health management, sustainability, etc. However, because of the truth, the campus
is a place of transport of educational services with university college students and
instructors as its cornerstone, it would make greater enjoyable to mix the voice of
university college students and instructors into the smart layout of the campus and
cognizance of the increase and improvement of university college students and to
decorate the excellent of education.
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3.1 Design Criteria

Based at the evaluate of current work, we summarize the subsequent standards that
must be taken into consideration while enforcing rising technology with inside the
clever campus.

3.1.1 Human-Centered

Human-targeted layout is described as an method to device layout and improvement
that pursuits to make interactive systems extra beneficial via way of means of spe-
cializing in device utilization and person wishes in [12]. This method emphasizes
human experience, pride, and performance, which improves the effectiveness and
performance of the device in human-associated activities, while neutralizing feasi-
ble negative consequences on health, human protection, and performance. From an
imperative factor of view, a clever campus is an academic group concerning diverse
stakeholders. The important clever campus stakeholders commonly consist of stu-
dents, instructors, parents, and management teams, all of whom tackle special roles.
Depending on their duties and obligations, actors’ expectancies of campus intelli-
gence may also be diverted. The human-targeted criterion way that the improvement
of the clever campus has to now no longer simplest be student-targeted, however,
also do not forget the pursuits of different stakeholders and strive tomeet their wishes
in a coordinated manner.

3.1.2 Learning-Oriented

The smart campus can be viewed as a simplified model of the smart city, covering
several areas including the six pillars of intelligence proposed in [11]. According to
the survey sequences in [13], educational institutions choose to invest more in smart
learning than other factors such as health, social, energy,management, or governance.
Smart campus should be about learning.

There is proof that integrating rising technology right into a clever campus can
offer amazing possibilities for college students to research in essentially exceptional
methods than conventional instructional. For example, network-based technology
permits college students to research independently at domestic and/or through a digi-
tal platform,which gives interactionwith the actual international and the virtual inter-
national with sufficient mastering support. The recognition of cellular gadgets brings
amazing comfort to get data anytime, anywhere, which helps ubiquitous mastering.
Some studies report that sure activities historically taken into consideration recre-
ational, which include gambling games, social networking, and watching movies at
the moment are additionally instructional techniques to manual pupil improvement
[14].
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3.1.3 Interdisciplinarity

A clever campus is not always an isolated system, however, an critical a part of a
clever town. The clever town improvement plan is usuallymultidimensional,masking
the a couple of disciplines that aid the lives of citizens. The broadly ordinary taxon-
omy of clever town dimensions is given in [15] as clever economy, clever humans,
clever governance, clever mobility, clever surroundings, and clever life. Since the
improvement and high-satisfactory of clever humans in a town strongly relies upon
at the schooling they have got received, the clever campus, as an group supplying
instructional services, serves as the idea for the peak of clever humans.

3.2 Definition of Institution

Although the idea of a clever campus becomes discussed many years ago, there has
been no regularly occurring and clean definition of it. The improvement of a clever
campuswill not be centeredwith out a not unusual place knowledge ofwhat precisely
a clever campus is. Existing clever campus proposals are in particular technology
driven and miss cross-disciplinary factors. Keeping the layout standards in mind, we
envision the destiny campus as HLSC that is described as an academic surround-
ings penetrated with wise service-allowing technology to enhance academic overall
performance with the aid of using serving stakeholder interests, with enormous inter-
actions with different interdisciplinary fields in the clever town context.

3.3 Structure Design

The shape of the HLSC is shown in Fig. 2, where a smart campus plays a crucial role
in the context of a smartmetropolis to provide academic opportunities for the younger
generation. It is also linked to different regions within a smart metropolis, including
economy, society, legislation, environment, politics, etc., so interdisciplinary ele-
ments can either limit or promote the improvement of a smart campus. This shows
the interdisciplinary nature of the intelligence campus. The main framework of a
smart campus includes 3 phases surrounding the stakeholders: the infrastructure
layer, the technology layer, and the provider layer. The outermost layer serves as the
underlying infrastructure of a smart campus, while the innermost layer consists of the
factors that can be directly realized and influenced by stakeholders. The framework
puts stakeholders at the center, which indicates that sport is practiced at all levels
of the smart campus, although a number of them are not directly associated with
stakeholders, should be focused at the hobbies of stakeholders. Stakeholder wishes
and the 3 tiers of the clever campus are similarly defined as follows:
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Fig. 2 Proposed structure for HLSC

3.3.1 Stakeholders of Smart Campuses

The design, construction, safety, and operation of smart campuses comprise the
participation and engagement of a pair of stakeholders, which includes students,
academic staff, noneducational staff, dad and mom, and manage teams. Therefore,
feedback from the ones stakeholders is of outstanding importance to the improvement
of the HLSC. In general, due to the awesome roles of stakeholders, their wishes and
contributions to campus intelligence differ, so know-how the stakeholders is a must,
essential to maximizing the fee of the HLSC.



1028 S. M. Z. Mohammed

3.3.2 Infrastructure Layer

A proper supporting infrastructure is important with in the development of smart
campuses, due to the fact that it is far described as the muse for the alternative layers.
It want to now not simplest embody the ICT elements that assist new technology
and are in accordance with the smart concept but moreover contain people as a
part of the infrastructure. Essential elements of ICT embody, but are not confined
to, records sensing devices, records processing equipment, storage, and harassed
and exchange network. People proper right here mainly seek advice from personnel
who layout, assemble, and keep the infrastructure and system. As the smart campus
is deeply penetrated via way of means of new technologies, handiest humans with
technological qualifications are able to control such an infrastructural reinforcement.
Without them, campus structures could now no longer be capable of operating as
correctly as they need to.

3.3.3 Technology Tier

It represents the middle layer in the smart campus framework, as proven in Fig. 2.
Although now no longer without delay associated with mastering, this technology
layer is based on infrastructure to create the surroundings wherein sensible mastering
occurs and additionally serves as an academic catalyst that allows the transformation
of mastering. Conventional mastering into sensible mastering, which overcomes the
boundaries of conventional schooling, consisting of time and area constraints and
monotonous schooling mode that should prevent man or woman skills and capacity
improvement.

3.3.4 Service Tier

Service tier includes smart campus programs that may be carried out immediately to
involved parties. In HLSCs, those offerings supplied should be capable of reply to the
desires of various actors, with the purpose of enhancing academic performance. The
human-centric clever campus idea calls for the carrier company to understand and
reply to the intelligence desires of various stakeholders. Knowledge of stakeholder
desires might be acquired from an nameless survey of every sort of stakeholder to
define use instances to be able to shape a preferred database to guide the improvement
of the HLSC. To genuinely replicate biased data approximately the user’s case, the
survey ought to be designed multidimensional to distinguish schooling levels and
geographical data and up to date regularly. In the meantime, ordinary opinions of
present clever offerings are also had to tune stakeholder desires.
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4 HLSC Services

In HLSC, the supply of clever campus offerings is predicted to without delay or
circuitously clever campus student studying outcomes. Learning-orientated clever
campus offerings may be divided into 3 classes in keeping with their importance,
functionality, and goal users, which might be essential offerings, personalized offer-
ings, and supplementary offerings. The offerings that can be supplied in every class
are precise on this section.

4.1 Essential Services

Essential offerings talk over with critical clever capabilities furnished through the
campus, commonly carried out to all college students and staff. The capability critical
offerings are summarized as follows:

4.1.1 Service of the Physical Environment

The situations of the bodily surroundings in an area will at once have an effect on the
consolation, cognition, and fitness of these involved. Physical environment service
refers to the real-time calibration of key physical environmental factors, including
lighting, temperature, and humidity, to create a comfortable and green environment
through the use of IoT technologies. This provider of the bodily surroundings now
no longer simplest guarantees the inner learning and residing consolation of the
constructing however additionally targets to limit carbon emissions and make a con-
tribution to power performance and environmental sustainability [20]. In addition,
the bodily surroundings may be contextually optimized in phrases of the situations
of these present, to assist enhance the learning enjoy of students.

4.1.2 Security Service

As a cyber-a-bodily machine, a clever campus calls for safety offerings from each
a bodily and IT perspective. Physical security generally refers to the computerized
analysis of video from surveillance cameras located in public areas of a campus,
the real-time monitoring of moving objects, and the extraction of vital records using
intelligent techniques. Once capacity safety risks are assumed, an early caution must
be triggered,which fast triggers safetymanagemeasures to be executedwith the aid of
using safety personnel. By making use of the bodily safety provider, safety incidents
might be avoided earlier, and the fake alarm resulting from human intervention is
eliminated, which affords a safe and stable bodily surroundings for teaching/gaining
knowledge of.



1030 S. M. Z. Mohammed

4.1.3 Management Service

In the fully IoT-based infrastructure, personalized information and information about
physical aids can accumulate on campus. Based on this multimodal insight, the
control provider is designed to toggle the way stakeholders interact with campus
assets in three ways. The first is to intelligently allocate spatial resources along with
classrooms, offices, meeting rooms, and living spaces. The secnod is to manipulate
the deliver and use of strength assets in real-time to fulfill non-public desires and
optimize strength savings on campus. The third is time aid control, which refers back
to the right making plans of campus sports to optimize the getting to know/paintings
performance of stakeholders.

4.1.4 Navigation Service

The smart campus is initially equipped with surveillance cameras for security pur-
poses. Meanwhile, it gives a wealth of records indicating human beings’s vicinity
over time, imparting the cap potential to perceive specific human beings from video
and song their fingerprints the usage of facial reputation technology. Based at the
non-public footprint, a campus navigation provider for workforce should offer seam-
less navigation on and stale campus and quick find wherein events are going on and
those who want help [22]. Attempts to offer peace of thoughts provider to human
beings on campus so that they could cognizance greater on their studying activities.

4.1.5 AR Service

ARera can offer a unbroken connection among digital content material and the actual
international environment. The subsequent query is what sorts of offerings have to
AR offer at the clever campus to decorate the coaching/getting to know experience?

In [9], the five sorts of AR-primarily-based totally offerings are identified: AR
books, AR video games, AR item modeling, and AR labs. Would be to be had for
college kids. An AR ebook at the existence cycle of bugs has been designed and
examined on technology college students at an primary faculty in Taiwan, which
exams the capacity of the AR-primarily-based totally ebook to encourage creative-
ness capacity college students and in addition enhance their motivation to learn.

4.1.6 Lab Service

Using an IoT-based lab environment and AI-based lab devices, target labs should
be equipped with smart lab devices capable of proactively interacting with college
students. One example is that labware can automatically provide real-time academic
lab performance feedback and guide college students in completing their lab assign-
ments. This allows college students to benefit from an intuitive experience of human-
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laptop interaction in the form of audio, video, and AR, so that they can fully con-
centrate on their lab tasks and achieve a great lab experience. Additionally, digital
and remote labs can be a realistic and green strategy to support experiential teaching
on subjects imprisoned by a luxurious system and hard time [23]. Innovative lab
offerings can significantly improve the performance of your labs and also save you
from many capacity protection problems.

4.1.7 Ubiquitous Learning Service

It pulls the maximum famous mastering substances from the ubiquitous learning
service. It establishes an excellent connection among students, instructors, special-
ists, and different instructional companions round the international and paperwork a
dynamic mastering circle to collect information quicker and easier. The everywhere
majoring supplier creates a 4A (anyone, anytime, anywhere, any device) environ-
ment for students [24], absolutely getting rid of limitations tomastering and definitely
realizing.

4.2 Personalized Services

Personalized offerings consist of offerings tailor-made to individuals. In personal-
ized offerings, the content material supplied might be special for anybody on cam-
pus. Based on current technologies, the subsequent custom designed offerings are
planned.

4.2.1 Smart Card Service

The clever card provider affords every fascinated birthday celebration with a card to
update numerous college cards (pupil card, constructing get entry to card, library card,
health,card, parking card, etc.), which affords personalized efficiency, convenience,
and protection for stakeholders and promotes control standardization throughout
college departments. The clever card provider operates especially in 4 areas: pri-
vate identification, monetary control, public information, and intake monitoring
[25].

4.2.2 Social Media Service

Providing social media services calls for top records mining technology. Some
recordsmining equipment concentrated on social media were evolved with inside the
literature. For example, in [26], an in-intensity subject matter modeling technique is
proposed to come across topics from records-pushed multi-modal non-public micro-
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blogs containing texts, images, and videos. In [27], a real-time controlling gadget
is proposed to screen and examine Weibo public opinion submitted with the aid of
using college students on most important events.

4.2.3 Personalized Learning Service

Based on virtual recordings for the duration of scholar gaining knowledge of activi-
ties, the smart campusmachine can offer a customized ideamap for every scholar.The
conceptmap is up to date in actual time to symbolize howcollege students accumulate
new information and synthesize it into their current information that is vital in fixing
the trouble of information personalizing. This records might be used to identify pre-
cise scholar gaining knowledge of consequences with remarks from instructors. By
studying every scholar’s customized gaining knowledge of experience, the machine
maywant to create and replace the scholar informationmap, verify and expect scholar
gaining knowledge of consequences [28], advocate substances and suitable gaining
knowledge of resources, and optimize every scholar’s gaining knowledge of routine.

4.2.4 Psychological Service

Psychological nation, along with emotion, is any other aspect affecting the teach-
ing/studying overall performance of instructors and college students. The mental
nation of people on campus may want to probably be captured via way of means of
studying their physiological statistics the use of AI based emotion popularity tech-
nology. Preliminary emotion popularity methodologies had been advanced rapidly in
current years, along with speech emotion popularity, facial emotion popularity [29],
and multi-modal emotion popularity. By making use of emotion popularity recur-
sively in actual timed service psychological nation of instructors and college students
might bemonitored, which have to offer sufficient proof to provide an explanation for
how the mental aspect impacts teaching/studying overall performance at the clever
campus.

4.3 Supplementary Services

Supplementary offerings are extra alternatives that would be delivered to critical or
personalized offerings, which can also function an awesome interface for enhancing
campus offerings and adapting to new technologies. Some examples are supplied as
follows:
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4.3.1 Reminder Service

The reminder service video display units the calendar of campus and private sports
and adaptive sends reminders to customers beforehand of events. It also can offer
healthful reminders primarily based totally on people’s condition, such as reminding
them to rise up and relaxation after long-term sitting or running with inside the lab.
The callback provider is typically provided as an alternative that may be became off
via way of means of customers if they are sure in their agenda and fitness status.

4.3.2 Extracurricular Activities Service

Participation in extracurricular sports dietary supplements getting to know sports and
gives college students with essential possibilities to increase social engagement, find
out new interests, and encourage creativity. The extracurricular interest ambitions
to evolve the off-Web Website online sports to the special companies of college
students. Students are grouped based totally mostly on their availability, background,
and preferences, while hobby data collectively with topics, destinations, routes, and
packages are designed the use of IoT and social media. During sports, the smart
hobby issuer may additionally display screen the hobby repute and dynamically
modify plans to govern the activation method to optimize participant pride while
ensuring safety and organization of employees safety.

4.3.3 Robotic Service

Robotics as a physical representation of synthetic intelligence is becoming increas-
ingly ubiquitous and likely relevant to many areas of life. In situations where there
is no permanent human accomplice robotics are always available and can provide
task-based feedback and motivating learning aids to improve student learning expe-
riences [30]. Robotics serves as a supplement to the personalized getting to know
provider.

4.4 Service-Actor Interactions

In HLSC, similarly to summarizing the potential shrewd offerings, it is also essential
to investigate how the extraordinary offerings are linked with the actors. Our purpose
is to reply the subsequent questions:

1. Which stakeholders can gain from the usage of every service?
2. How do stakeholders have interaction with inside the clever campus device?
3. How do offerings enhance the interplay among stakeholders?
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Fig. 3 Interactions between smart campus services

Interactions among stakeholders and clever campus offerings are illustrated in
Fig. 3, in which every shape of partial loop covers the stakeholders who may want to
gain from the usage of the blanketed offerings. Links among stakeholders indicate
how their interactions may be advanced the usage of shrewd offerings. For exam-
ple, the offerings blanketed with inside the gray shape of the partial ring will be
powerful on 4 sorts of stakeholders, specifically students, instructional personnel,
non-instructional personnel, and control teams.

5 Conclusion

As a high-give up shape of a clever schooling system, the clever campus is receiv-
ing growing studies interest worldwide. Based on a complete evaluate of helping
technology and associated clever campus work, this examine predicts, defines, and
frames HLSC, that is described as an academic surroundings infused with technol-
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ogy permitting clever offerings to beautify instructional performance while meeting
the hobbies of stakeholders, with many interactions with different interdisciplinary
fields inside the context of the clever city. Infrastructure, technology, and carrier are
diagnosed because the 3 critical layers of the clever campus framework, all of which
must be centered on the pursuits of the stakeholders involved. Context-aware, data-
driven, forward-looking, immersive, collaborative, and ubiquitous are recognized
due to the fact the six center trends of the smart campus. Potential smart services to
be provided on campus had been explored andmove disciplinary factors that promote
or limitation the development of smart campuses had been moreover discussed.
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BER Analysis Over a Rayleigh Fading
Channel: An Investigation Using
the NOMA Scheme

Michael David , Abraham Usman Usman ,
and Chekwas Ifeanyi Chikezie

Abstract Researches have been carried out in the academia and the industry to
examine the error performance of the Non-Orthogonal Several Access (NOMA)
schemes since NOMA can serve multiple users concurrently while using the same
time and frequency resources. Because its access is not orthogonal, interference
between users is a fundamental disadvantage of the NOMA technology. An inter-
ference cancellation approach, such as successive interference cancellation (SIC) at
the receiver, is typically used to resolve this. Contrarily, inter-user interference in
the SIC process cannot be eliminated and is usually due to wrong decisions at the
receiver caused by the channel. The performance of the downlink NOMA for the
BPSK transmission system in a Rayleigh fading was assessed in this paper using
MATLAB. The findings demonstrate that NOMA offers users reasonable fairness
while minimizing interference at a reasonable BER.

Keywords NOMA · SIC · BER · BPSK

1 Introduction

The fundamental idea of NOMA is to utilize the power domain for multiple access
in contrast to previous generations of mobile networks, which depend on the time/
frequency/code domain [1]. The fundamental drawback of orthogonal multiple
access (OMA) approaches is that they have a low spectral efficiency when some
bandwidth resources, like subcarrier channels, are given to users with low channel
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state information (CSI). However, while employing NOMA, every user has access
to every subcarrier channel. Thus, the bandwidth resources allotted to users with low
CSI can still be accessed by users with high CSI, thus increasing spectral efficiency
[2]. Superposition coding at the transmitter and Successive Interference Cancella-
tion (SIC) at the receivers are the key components of NOMA, which is anticipated to
outperform Orthogonal Multiple Access (OMA) in terms of spectral efficiency [3].

For optimal performance, signal transmission attenuation, distortion, and noise
must be minimized. The transmitting and receiving signals must therefore be accu-
ratelymeasured. Factors, coding, features, and various digital modulation techniques
can impact the reliability of the received signal and the transmission quality. In
contrast to its wired counterpart, wireless technology has several advantages, such
as enhanced mobility, higher productivity, reduced costs, simpler installation, and
scalability [4]. As a result of reflection, diffraction, and scattering effects, transmitted
signals arrive at the receiver with varying power and delay, which is one of the limi-
tations and drawbacks of different transmission channels in the wireless medium
between the transmitter and receiver.

When data is transmitted over a wireless channel, there is a risk of errors in the
system. The system’s integrity can be compromised if errors are introduced into
the data [5]. Therefore, evaluating the system’s performance is necessary, and the bit
error rate BERprovides an idealmethod to achieve this goal. Unlikemany other types
of evaluation, BER evaluates the end-to-end performance of a system, including the
transmitter, receiver, and mediation between the two. In this way, the BER can test
the system’s actual performance rather than testing the components and hoping they
perform satisfactorily once they are in place [6]. The BER value for the wireless
medium is relatively high. The efficiency of wireless data transfer may suffer from
these problems. Error management is therefore required for many applications.

Using discrete signals, a carrier wave is modified using the digital modulation
approach. High carrier frequencies are employed in digital modulation to facilitate
signal transmission over long distances using existing long-distance communica-
tion methods, such as radio channels [7]. The received demodulated signal is not
adversely affected by channel noise. Conversely, the demodulated signal is distorted
if the analogue signal contains noise.Applications that runon thefifth generation (5G)
radio access networks have extremely high speeds, low latency, mass connectivity,
and good mobility. [8, 9]. NOMA enables high-density networks and great spec-
tral efficiency by allowing users to access the same radio resources [10]. Multiple
users are served by conventional Orthogonal Multiple Access (OMA) schemes by
assigning them to various radio resources, such as frequency and time. Unlike OMA,
which splits users into power domains,NOMAservices large numbers ofUser Equip-
ment (UE) concurrently on the same resource blocks. Superposition coding at the
transmitter and successive interference cancellation at the receiver are the funda-
mentals of a NOMA technique [11, 12]. Figure 1 details the operation of a digital
communication networks.
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Fig. 1 A digital communication system’s block diagram

2 System Model

A wireless channel is vulnerable to fading and multipath propagation. Numerous
channel models can be used to capture the effects of fading. Every model aims at
a specific circumstance. The Rayleigh fading model is one example. The Rayleigh
fading model can be used when there is no line of sight (LOS) path between the
transmitter and the receiver. As a result of reflection, scattering, diffraction, and
shadowing, all multipath components undergo small-scale fading. In an extreme
form of Rayleigh fading, caused by multipath transmission, every bit transmitted
experience a different attenuation and phase shift. In otherwords, the channel changes
for every bit. The Rayleigh fading model is used to statistically analyse radio signal
propagation. It works best without a dominant signal, which often happens with cell
phones used in dense urban environments. Figure 2 depicts the network model for a
Rayleigh fading channel.

The weak user in NOMA is given additional transmission power. By interpreting
the messages of other users as noise, the weak user can decode its message [2].
On the other hand, the strong user will first identify its message partner under the
stronger channel state, subtract the message from the weak user, and last decode its
own message. This method explains the successive interference cancellation.

The base station has two discrete messages x f to the far user, and xn to the near
user. The power allocation factors are α f and αn respectively, for the far and the near
user (where α f + αn = 1). In a NOMA system, more power is allocated to the far
user and less to the near user to promote user fairness (α f > αn).
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Fig. 2 Network model

2.1 NOMA Encoding and Transmission

The base station transmits a superposition-coded NOMA signal that is:

x = √
P

(√
a f x f + √

anxn
)

(1)

where P is the transmit power.
After propagating through the channel h f , the copy of x that the near user receives

is given as:

y f = h f w + w f (2)

where w is noise.
Similarly, the copy of x that was propagated through hn and received by the far

user is given as:

yn = hnw + wn (3)
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2.2 NOMA Decoding at the Far User

Expanding the signal received by the far user:

y f = h f x + w f (4)

= h f

√
P

(√
α f x f + √

αnxn
) + w f (5)

= h f

√
P

(√
α f x f + h f

√
P

√
αnxn

)
+ w f (6)

where
h f

√
P

√
α f x f is the desired and dominating signal,

h f

√
P

√
αnxn is the interference and low power signal,

w f is noise.
Direct decoding of y f would yield x f since α f > αn . The term xn component was

considered as an interference. For far user, the signal-to-interference noise ratio is
given as

γ f = |h f |2Pα f

|h f |2Pαn + σ 2
(7)

and its achievable data rate is given as:

R f = log2
(
1 + γ f

) = log2

(
1 + |h f |2Pα f

|h f |2Pαn + σ 2

)
(8)

2.3 NOMA Decoding at the Near User

Expanding the signal received by the near user:

yn = h f nx + wn (9)

= hn
√
P

(√
α f x f + √

αnxn
) + wn (10)

= hn
√
P

(√
α f x f + hn

√
P

√
αnxn

)
+ wn (11)

where
hn

√
P

√
α f x f is the desired and dominating signal,
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hn
√
P

√
αnxn is the interference and low power signal,

wn is noise.
Before decoding his own signal, the near user must first perform successive

interference cancellation (SIC). The SIC procedures are as follows;

1. direct decoding of yn obtains x f or more specially, an estimate of x f , which is x̄
2. y′

n = yn − √
α f x f is computed

3. y′
n is decoded to obtain an estimate of xn

Before SIC, the signal-to-interference noise ratio at the near user for decoding the
signal of the far user is given as

γ f,n = |hn|2Pα f

|hn|2Pαn + σ 2
(12)

The corresponding achievable data rate is given as follows:

R f,n = log2
(
1 + γ f,n

) = log2

(
1 + |hn|2Pα f

|hn|2Pαn + σ 2

)
(13)

3 BER of a NOMA System

Firstly, we declared the values of some parameters. For the distances, D f = 1000m,
and Dn = 500m. Then we set the power allocation factors as α f = 70 and
αn = 30. For user fairness, we allocated more power to the far user. We initial-
ized a range of 0–40 dBm for the transmit power. Our system’s bandwidth was
then set to B = 1MHz . According to the formulae, N0 = kT B, where k =
1.38×10−23( Boltzmann constant), T = 300K , the thermal noise power was calcu-
lated. We then generated the Rayleigh fading coefficients for h f and hn . We set the
path loss exponent η = 4. Next, we generated noise samples for the far and near
users and randomized binary data for the users. We calculated the superposition-
coded signal x after using BPSK to modulate the data. We also calculated y f and
yn and then equalized them by diving h f and hn respectively. From the equalized
version of y f , we performed direct BPSK demodulation to obtain x f . We used the
biterrr function to estimate BER and compared x̄ with the original data from the far
user. To estimate x f , we directly decoded the equalized version of yn .We decoded the
signal to obtain, xn by remodulating x f and subtrahend the remodulated x f element
from the equalized version of yn . We further compared xn with the near user’s initial
data, we estimated BER using the biterrr function. Finally, we plotted the BERs in
relation to transmit power using MATLAB.

The BER performance for a two-user scenario is shown in Fig. 3. The near and
far users were allocated 0.70 and 0.30 power respectively, with a 1 MHz bandwidth
using the BPSK modulation technique. According to the figure above, interference
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Fig. 3 Theoretical and simulated BER performance

Table 1 NOMA BER
analysis Transmit power (dBm) Far user Near user

10 0.14857 0.040852

20 0. 033698 0.00449

30 0.004079 0.000422

40 0.000447 0.000037

from the near user causes the far user to have a greater BER. With no interference,
the near user has the lowest BER. This shows that NOMA performs as expected
as shown in Table 1 below.

4 Conclusion

The integrity of the information transmitted through the downlink NOMA system
can be assessed using the BER of a digital signal, which is a crucial metric. This work
usedMATLAB to evaluate the BER performance of a downlinkNOMAwith a BPSK
transmission scheme over a Rayleigh fading channel. The result demonstrated that
NOMA offers users a fair system that is acceptable while minimizing interference
and maintaining a reasonable BER.
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Artificial Intelligent, Digital Democracy
and Islamic Party in Indonesian Election
2024

Zuly Qodir

Abstract This article explains that digital democracy, which is now popular in the
world of politics, is still too difficult to practice in Indonesia, especially in areaswhere
internet coverage is still difficult. The view that digital democracy will facilitate the
political process and increase citizen participation in presidential-vice-presidential
elections, regional head elections, and regional representative councils does not seem
to be what political policymakers envision. Digital democracy has an impact on the
existence of a “democratic elite” who understands online media or the internet.
Meanwhile, citizens who are not familiar with the internet will become “democratic
Sudras” because they fail to utilize online media. In the upcoming 2024 election,
there will be a fight over the use of the internet to spread political ideology and attract
citizen’s votes. All “democratic elites” and “democratic Sudras” will be associated
with Islamic parties in using social media as a campaign for their ideology and
political actors.

Keywords Artificial ıntelligent · Digital democracy · Islamic party · Elite
democracy · Sudra’s democracy

1 Introduction

You The use of the internet and social media is an undeniable trend in the practice of
electoral democracy in Indonesia. This kind of tendency, in politics, became known
as digital democracy. One of the cores of digital democracy is to use of machines as
a voting method in electoral politics [1]. Indonesia as a country with a population of
more than 274 million people certainly thinks about whether the practice of electoral
politics needs to use machine tools so that the political process can run quickly
and with quality, or whether to stick to the conventional political process at an
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expensive cost [2]. TheGeneral Election Commission (KPU) alsoworked formonths
in conducting the process of counting voter’s votes to determine the winner in the
presidential election and the legislative candidate who got the most votes.

As is well known to the public, Indonesian democracy is said to be a country
with expensive political costs, so political practices become transactional which is
manifested in the “buying and selling of voter’s votes” in every electoral event [1].
Electoral events from the sub-district, district/city, provincial and national levels are
a vehicle for spreading large funds to voters for support. This is a form of democracy
full of money politics and kinship politics during the elections after the 1998 political
reforms [3]. Citizens participating in political contestations, such as candidates for
regional representatives, people’s representative councils, village head candidates,
regional head candidates, and presidential-vice presidential campaign teams often
“take advantage” of citizens with political transactions that run very brightly in each
general election after the 1998 reforms [4]. In fact, from 2009 to 2020 the polit-
ical process became increasingly clear regarding the occurrence of money political
transactions. This is where it will be seen how the quality of democracy and citizens
are involved in electoral politics. The professionalism of party activists is required
to manage the party as well as possible with the condition of money politics that is
very dominating [5].

Citizens involved in electoral politics in the digital democracy era will be seen in
the quality of understanding the means of democracy, utilizing, and analyzing polit-
ical events that occur. Acumen paying attention to changes in the political system
and the means used will help determine the successful implementation of the elec-
toral democratic process [6]. In addition, digital democracy can be shown to the
public regarding freedom of expression, citizen’s rights, and political autonomy.
Such things are at the forefront of an era called digital democracy [7]. As long as
the practice of electoral politics runs above money and transactional politics, the
quality of Indonesia’s digital democracy can be said to be low. Its benefits are thus
insignificant to the development of democracy and the autonomy of citizenship in
politics [8].

However, until now, the concept of digital democracy still does not have the
agreement of socio-political scientists. Even though the impact of digital democracy
has occurred in the political environment, social life, economy, religion, and the
autonomy of citizens in determining their suffrage [9]. The issue of citizenship then
became a major issue in digital democracy, especially related to the suffrage of
citizens and the intervention ofmachines in determining their political rights. Various
political activities of citizens will be seen in the calculation of the use of electronic
machines so that the mechanism for counting votes also uses electronic means [10].

If you look at the historical perspective of digital democracy, it can be shown that
digital democracy some experts are said to be a “democratic test project”, namely
from conventional democracy with participation and manual calculations, moving
to use electronic machinery [11]. The results can immediately be known who the
winner and loser is, but there are difficulties when it comes to knowing the level of
fraud and errors in voting, as well as calculations. This is what causes some digital
democracy experts to declare it an “ambitious project” of digital age democracy [12]
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Digital democracy can be said to be a political activity that slightly ignores the
local goodness and wisdom of a country and its citizens. This is because digital
democracy is a political activity that uses satellite aircraft channels or channels, be it
telegrams, telecommunications, or social media [13]. Where such things have never
been known in the practice of electoral politics in the world, let alone in Indonesia.
How to use a channel as a substitute for conducting in-person elections by coming
to the polling station by only using electronic machine devices to make the choice
[14]. Elections can also be conducted anywhere, voting rights holders want to use
not have to go to the polling station. This is very different from the electoral practices
that have been going on for many years in Indonesia, a country that does not all have
adequate channels or internet networks [15].

This article wants to analyze the historical background of the emergence of digital
democracy, its socio-political impact on citizens in electoral political participation,
the rivalries that occur between parties involved in electoral politics with various
ideological backgrounds, as well as the challenges of digital democracy to Islamic
parties in Indonesia in the upcoming 2024 elections. This article is based on bibli-
ography data contained in reputable international journals indexed by Scopus from
2009–2022 which were taken using the Nvivo 12-plus program and then analyzed
based on the thematic structure discussed in articles related to digital democracy.

2 Method

This study employs big data collected through bibliometrics, which were analyzed
using Nvivo-12 Plus. Vos-Viewer was used to visualize the results. Data were
collected from the literature, including books, book chapters, research reports,
book volumes, and journal articles written by experts/observers interested in digital
democracy.

Datawas collected from articles in journals, books, and bibliographies that discuss
digital democracy. The data was taken by tracing several Scopus database sources,
Google Scholar, and connected papers related to digital democracy. This approach
was previously pioneered by Tinnes (2021). These questions will be answered
by reviewing the topics, frameworks, and previous findings from articles indexed
on Scopus. Data collection was carried out through the process of (1) searching
for articles, (2) mapping of study topics, (3) analysis of study topics, and (4)
conceptualization of digital democracy (Fig. 1).

Fig. 1 Research data analyses
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Fig. 2 Journals containing articles dealing with digital democracy

Analysis was conducted in several stages. First, to identify articles, a database
of Scopus-indexed articles was searched using the keyword “digital democracy”;
approximately 115 articles published between 2010 and 2022were returned. Second,
the researchers verified the relevance and country of origin of the articles, then added
them to an Excel table. The articles listed included both widely and rarely cited ones
(as measured by H-index). The authors ultimately produced a list of 100 articles that
were deemed highly relevant to the research topic. The full texts of these articles
were subsequently downloaded, then added to a database together with their year
and journal of publication. The results are provided in Fig. 2.

During the mapping stage, the following process was used. First, the full texts
of the articles were imported to VOSviewer, a software tool for visualizing biblio-
metric networks, to identify data clusters and visualize the links between research
themes. Second, data were analyzed and conceptualized by reviewing the articles,
thereby obtaining the data necessary to answer questions. During this stage, the
analysis focused on data clusters, dominant topics, thematic linkages, intellectuals
involved, and topic maps. Finally, the researchers examined the reviewed article’s
understanding of digital democracy and relevant topics. Figure 3 presents the data
collection and analysis process used in this study.
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Fig. 3 Data collection and processing

3 Results and Discussions

3.1 Digital Democracy: Difficult Practices Democracy

Words Digital democracy is one of the methods of using tools (machines) or the
internet in the practice of organizing democracy. The use of the internet or digital
means has started since the 2014 and 2019 Presidential Elections so that the counting
of voter’s votes runs faster and can be witnessed directly by citizens. This is a form of
digital praxis of democracywhich is currently one of the objectives of the government
in organizing the electoral democratic process [16]. The use of digital is certainly
one of the democratic practices that run in various countries, including in developed
countries such as America, Australia, Britain, and France.

Apart from the digital democratic process that has been held since the 2014
and 2019 elections in presidential elections, the house of representatives and the
regional representative council is safe and fast, it is alleged that the practice of digital
democracy has difficulties faced by voters in Indonesia. The difficulties of machine
utilization in the practice of digital democracy will be connected to the entire life
of citizens including in tourism, community development, and progress and decline
of governance in practicing the electoral democratic process. Everything becomes
an important issue in a digital democracy [16]. Digital democracy, therefore, has a
positive dimension, namely accelerating the voting and calculation process, but the
negative dimension is towards areas that do not have a good internet network, as well
as changes in community culture from an agrarian society to a machine (electronic)
society [17].
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Related to Digital democracy in political practices by using the internet, the
thing that cannot be forgotten is to strengthen citizens’ understanding of the use
of the internet or electronic means when conducting elections. Strengthening citi-
zens understanding and master the internet and electronic means is very important
as a form of citizen participation in electoral politics [18]. Online media is an option
in running electoral politics as a substitute for conventional political practices that
have been going on for years in various countries, including Indonesia. This change
in the political practice of using electronic machines is also a demand for people to
make cultural changes in their lives [6].

In summary, it can be said that electoral politics using digital or internet means is
part of strengthening citizens to understand and master technology. Expansion of the
use of the internet or online media means of communication to strengthen citizens
in voting [19]. Citizen participation in democratic political projects is connected to
political ethics, regulations, and laws prevailing in a country and other capabilities
in utilizing technology.

The digitization of everyday life enables surveillance from consumer digital
devices. Autonomous policing based on sophisticated AI, robotics, facial recog-
nition, and autonomous decision-making may be used for surveillance and/or crowd
control. This is where digital democracy in the 2024 electoral election becomes one
of the means of succeeding in the political process in Indonesia [20].

If connected with the development of digital democracy that has begun to rise
today, we can pay attention to articles that discuss digital democracy in contemporary
political practice in the world and Indonesia from 2009–2022 as below. From there
we will find that the political development of the digital age will continue to be the
mainstream politics of the contemporary era (Fig. 4).

Based on the picture above, can be seen from the development of the study on
digital democracy from 2010–2022. The following authors map by year, theme about
digital democracy (Table 1).

3.2 Citizen Participation in Election

There is an important issue in the practice of digital democracy related to how to
empower citizens to understand and be able to practice digital democracy. Therefore,
in the practice of digital democracy, facilities are needed to accelerate the democratic
process so that it can run well. Processes that require electronic means can facilitate
the election of the president and vice president, the house of representatives, and the
regional representative council so that it cannot be abandoned [21]. Even in the case
of regional head elections in Indonesia, it must be a concern of digital democracy,
so that representative democracy can run well as a regional decision-making option
[22]

numbers Digital democracy as a mechanism for citizen participation in elections
is a concern for the rights of citizens as a democratic principle in a macro sense.
Democratic participation in digital democracy seeks to encourage citizens to be
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Fig. 4 Development of the study of digital democracy

Table 1 Progress of studies by year, theme, and author

Year Themes

2010–2016 Globalization, digital democracy, activism, digital culture, political parties, political
relations, political system, collection action, communication, civic engagement,
social network, digital Inclusion, e-Government, digital divide, new media

2017–2022 Democracy, social media, digital media, digital democracy, innovation, climate
change, sustainability, populism, artificial intelligence, disinformation

able to exercise control over public policies, utilize dialogue spaces to criticize the
government, evaluate national and local leaders, have sensitivity to the government,
and the government is obliged to provide information to citizens about things that
have been done and will be done next. [21]. Thus, digital democracy as one of the
vehicles for preparing citizens to express their opinions widely in the public sphere
becomes visible.

In summary in contemporary political studies, participation in a digital democracy
is a conceptualization that wants to practice citizenship participation, representation
in the practice of elections and regional elections, andmatters related to the limitation
of the power of leaders in a country [23]. It can be said in principle that citizen
participation in digital democracy is a sustainable democratic culture. The debate
over participation in digital democracy will increasingly seriously discuss the rights
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of citizens, reflect on the journey of democracy critically and provide tools for the
running of the electoral process [24].

In such a context, the service to citizens is to be able to utilize technological
means, manage data, and consider the possibility of networks using electronic means
in conducting general elections and regional head elections [25]. Today the idea of
digital democracy by utilizing machine means cannot ignore the culture of a very
diverse society.

3.3 Elite and Sudra’s Democracy: Representative Democracy

There The most visible problem of digital democracy there will appear groups of
people who fall into the category of “elite and sudra” and democracy. This is due
to the existence of citizens who do not understand and can use electronic means
(machines) and citizens who are already smart to use electronic means. The exis-
tence of democratic elites and democratic sudra if not managed properly can create
authoritarian politics, which tends to pay less attention to democratic processes and
practices. Such things have happened in China, Russia, Turkey, and North Korea
[25]

In digital politics, using the internet as a means will lead to the experience of
citizens and politicians involved in political parties, companies that help politicians
in elections, and to the regions, academia, and civil society are the drivers of a more
deliberative and interconnected democracy with various parties, which encourages
the democratic process. The existence of internet facilities or technology will cause
changes in the election [26]. If all stakeholders carry out their functions properly,
the existence of a “democracy gap” that gives rise to elite democracy and sudra
democracy will be resolved. However, if stakeholder’s democracy does not go well,
the possibility of “elite democracy” and “sudra democracy” groups will continue.

In Indonesia, the possibility of two democratic groups needs to be developed
innovatively so that the democratic gap can be reduced. Massive strengthening of the
public to master and understand technological means such as the internet and social
media in the political process needs to continue. The behavior of politicians and the
public will increasingly use internet media according to political platforms and the
behavior of people who are increasingly active in being very important [27]. Another
thing that conventionally needs attention in government is about understanding the
importance of democratic practices and democratic values so that their impact on
political policy brings the “distance between the political elite” and the “sudra of
democracy” closer together [28]. If everything can go well, attention to democratic
practices in Indonesia will go well which has legitimacy and political practice.

Digital democracy has an impact on the existence of a “democratic elite” who
understands online media or the internet. Meanwhile, citizens who are not familiar
with the internet will become “democratic Sudras” because they fail to utilize online
media. In the upcoming 2024 election, there will be a fight over the use of the internet
to spread political ideology and attract citizen’s votes.
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3.4 Islamic Party Challengers

The big change from the conventional era of democracy to digital democracy can be
said that this is the most real challenge. This suggests an era known as “information
disruption” [20]. Public communication that does not use electronic means properly,
will be the most real threat from Islamic parties. Islamic parties can be left behind in
many political activities such as campaigning and spreading the ideology they carry.

The challenge is particularly evident in the Islamic-based parties that are still
conventional in campaigning for programs and promoting party leaders and candi-
dates to be put forward in legislative elections. Therefore, Islamic parties if are not
serious about adapting to using electronicmeans, the delay in disseminating informa-
tion and designing programs that are following public tendencies, especially young
people, will be abandoned by young voters [29]. All uses of electronic media or
machine tools in the political process are categorized as the development of Artificial
Intelligence Democracy.

Artificial IntelligenceDemocracy in Indonesian political practice will certainly be
a threat to Islamic and nationalist parties that do not pay attention to the development
of telecommunications media in politics. If the Islamic party does not pay attention
to the development of telecommunications facilities, such as the internet, telegram,
social media, and Instagram [30]. Therefore, artificial intelligence can be one of the
perspectives in changing the behavior of citizens, political elites, policymakers, and
political party leaders.

Overall the practice of digital democracy will give rise to so-called “democratic
elites” and “democratic sudra’s”, which will be associated with Islamic parties in
using social media as a campaign for their ideology and political actors [31]. This
is a serious problem in digital democracy in the upcoming 2024 elections. Some
developments in the study of digital utilization by the Islamic parties PKS, PPP,
PKB, and PAN in Indonesia can be seen in the chart below (Fig. 5).

The weakness of the Islamic party is not using social media as a campaign tool so
that the vision, mission and ideology are shared. Therefore, it is slow to be accepted
in society and its spread is not widespread. In the future, Islamic parties will be better
able to make maximum use of electronic means to spread their vision, mission and
ideology campaigns to the wider community.

Fig. 5 Digital utilization by
Islamic parties
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4 Conclusion

Bypaying attention to the studies in this article, it can be said that artificial intelligence
is one of the contemporary forms of utilizing information technology facilities in
political practice in Indonesia and even in the world. Utilizing machine (electronic)
means in elections can give birth to a category of citizenswho are said to be electronic
understanding in the “democratic elite” group and the “sudra democracy” community
group because they do not understand and are less able to use electronic means.

The practice of democratic digital politics can speed up the process of voting and
counting votes, but in practice on the ground, there are the most obvious challenges
to some regions or regions where electronic networks and the internet are weak.
Therefore, the use of technology in democracy as an era of “digital democracy”
can be said to be an era of continued democracy from conventional democracy that
utilizes communication technology.
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Analysis of Smoking Hazard Education
Using Facebook Social Media: A Case
Study of High School Students in Special
Region of Yogyakarta, Indonesia

Kusbaryanto and Fairuz

Abstract This study aims to explain how smoking hazard education uses social
media Facebook on high school students in the special region of Yogyakarta. This
study used a Quasy experimental design with a non-equivalent control group design.
The results of statistical tests showed that in the control group, the level of knowledge
about the dangers of smoking obtainedwas p-value= 0.011 (p> 0.05), whichwas not
significant. Meanwhile, the statistical test for attitudes about the dangers of smoking
was p-value = 0.004 (p < 0.05), which was significant. The results of the statistical
test in the experimental group showed that the level of knowledge about the dangers of
smoking was p-value= 0.001 (p < 0.05), which was significant, while the statistical
test for attitudes about the dangers of smoking was p-value = 0.001 (p < 0.05),
whichwas also significant. The conclusion is education about the dangers of smoking
in social media Facebook is effective in increasing the knowledge and attitudes of
teenagers about the dangers of smoking among high school students in special region
of Yogyakarta. It is expected that by conducting this research, teenagers can avoid the
dangers of smoking. Thus, the implementation of education using Facebook social
media needs to be disseminated in the community, especially among teenagers.
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1 Introduction

Tobacco has been a fundamental part of human civilization since prehistory. About
America, tobacco was first grown in 6000 BC. The hazards of smoking tobacco
were made abundantly clear and widely acknowledged in the middle of the twentieth
century, despite the official measures to stop smoking being approved or embraced.
It is difficult to realize that when the Royal Australian College of General Practi-
tioners (RACGP)was founded,medical experts, including general practitioners,were
advising patients to stop smoking. An excellent success story for Australian public
health was the drop in the age-standard daily smoking rate from 25.6% in 1989–
1990 to 14.7% in 2016–17, which reflected the decline in smoking rates (2014–15).
However, among Aboriginal and Torres Strait Islander people, smoking rates remain
high. Although it is still very high, the smoking rate among Aboriginal and Torres
Strait Islander persons has decreased from 50% in 2004–05 to 40% in 2018–19 [1].

At 2018 data reveals that 69% of US citizens currently use social media, with
daily usage among Facebook users reaching 74% as people spend more and more
time on it. Social media interventions have the ability to reach a huge number of
smokerswho are interested in quitting. Participants in this interventionwere placed in
exclusive socialmedia groups (e.g., Facebook, Twitter). Several interventions publish
content to their socialmedia accounts (e.g., Facebookpages). Participants can interact
with intervention content and each other simultaneously on social media platforms
because they are designed to promote communication [2]. Enabling communication
and support usingmodern platforms like Facebook, Instagram, andWhatsApp,where
smokers who can stop do so can share their experiences. Providing messaging and
support using modern platforms like Facebook, Instagram, and WhatsApp where
smokers who have successfully stopped share details about their experience and how
they are adjusting. In order to create a Facebook page for World No Tobacco Day
2016, tobacco care experts collaborated with a number of young medical students.
They wrote posts on the topic of smoking and urged viewers to comment. The team
employed Facebook advertising tools in the early stages of the campaign to promote
the page, and these were funded by a number of supporters. A team is in charge
of running the Facebook page and coming up with fresh concepts to broaden the
audience and impact of the campaign. The website has long been popular on social
media. For a number of months, the page has been trending on social media. 500 K
people responded to the promotion, reaching 3M people. Following the success tales
on the page, about 3000 smokers were able to stop [3].

As one of the leading causes of disability and death worldwide, including in
Turkey, smoking needs to be reduced. In the world, 27.1% of adults and 8.4% of
young people smoke frequently, according to the 2012 Global Smoking Survey. It
is emphasized that developing countries like Turkey are experiencing a dramatic
increase in the prevalence of youth smoking. Studies show that the majority of
smokers in various countries start their habit before the age of 18. One of the factors
that leads young people to start smoking is the influence of their peers, parents, or
siblings. Anti-smoking campaigns in the education sector have been successful in
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lowering tobacco use [4]. There is a behavioral aspect to smoking that is connected
to a physical nicotine addiction. The numerous behavioral therapy methods that are
accessible include individual behavior counseling, brief guidance/interventions, tele-
phone counseling, open group forms of behavior therapy, and closed group forms
of behavior therapy, to name a few. Open group behavioral treatment is superior
and more affordable than other types, nevertheless. There is evidence that dental
school student’s attitudes and behaviors toward oral hygiene are suitable, and that
they gain knowledgewhile attending dental school. The conclusions of other research
suggesting health workers should get training on smoking prevention were supported
by participants in our study [5]. With order to increase high school student’s under-
standing of and attitudes toward the risks associated with smoking in Yogyakarta.
This study looks into how well Facebook media social works for informing students
about the dangers of smoking. The contribution of this researchwill assist adolescents
in understanding the risks of smoking by providing this education.

2 Research Methods

This study uses quantitative methods. This study used a Quasy experimental design
with a non-equivalent control group design. This sampling technique used purposive
sampling with 32 respondents in the experimental group (24 men, 8 women) and 30
respondents in the control group (21 men, 9 women). Respondents were 10th grade
students of SMU Muhammadiyah 7 Yogyakarta, and the research location was at
SMU Muhammadiyah 7 Yogyakarta. The inclusion criteria were grade 10 students
of SMU Muhammadiyah 7 Yogyakarta who followed the research to completion,
while the exclusion criteria were students who had stayed in class. The data were
analyzed using Wilcoxon and Mann Whitney, and the data were collected using a
questionnaire.

3 Result

3.1 Control Group

As many as 60% of the respondents in the control group were 15 years old, and at
least 6.7% were aged 17 years (Table 1).

In Table 2, the characteristics of respondents by sex show that the number of male
respondents in the experimental group was 21 (70%), and the number of female
respondents was 9 (30%) (Table 3).

In the control group, the data were tested using the Wilcoxon signed RanksTest
because the data were not normally distributed. The test result on knowledge was p
= 0.475, while the test result on attitudes was p = 0.195, which was not significant.
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Table 1 Characteristics of control group respondents by age

Age (year) Total Percentage (%)

14 3 10

15 18 60

16 7 23.3

17 2 6.7

Total 30 100

Table 2 Characteristics of control group respondents by sex

Sex Total Percentage (%)

Male 21 70

Female 9 30

Total 30 100

Table 3 Statistical test results of knowledge and attitudes about smoking in the control group

Variable Knowledge Attitude

N Mean SD N Mean SD

Pretest 30 15.53 2.11 30 63.67 12

Posttest 30 15.50 2.37 30 64.63 10.32

p 0.475** 0.195**

* Significant (p < 0.05) ** Not significant (p > 0.05)

Thus, it can be concluded that there is no significant difference or no relationship
because it is a significant value of 0.05.

3.2 Experimental Group

In Table 4, the characteristics of respondents based on age are divided into 4 groups.
In this experimental group, 1 respondent (3.1%) was 14, 23 respondents were 15
(71.9%), 7 respondents were 16 (21.9%), and 1 respondent was 17 (3.1%).

In Table 5, the characteristics of respondents by sex show that the number of
male respondents in the experimental group was 24 people (75%), while the female
respondents were 8 (25%). In the control group, there were 21 (70%) men and 9
(30%) women (Table 6).

The results showed that in the experimental group, the knowledge value was p =
0.001 (p < 0.05), while the attitude value was p = 0.001 (p < 0.05). In the control
group, the knowledge significance value was > 0.05, and the attitude significance
value was > 0.05. These results indicated that in the experimental group, there was a
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Table 4 Characteristics of the experimental group respondents by age

Age (year) Total Percentage (%)

14 1 3.1

15 23 71.9

16 7 21.9

17 1 3.1

Total 32 100

Table 5 Characteristics of the experimental group respondents by gender

Gender Total Percentage (%)

Male 24 75

Female 8 25

Total 32 100

Table 6 Results of statistical tests of knowledge and attitudes about smoking in the treatment group

Variable Knowledge Attitude

N Mean SD N Mean SD

Pretest 32 13.53 2.44 32 62.38 12.89

Posttest 32 16.91 2.20 32 72.44 5.42

p 0.001 0.001

* Significant (p < 0.05) ** Not significant (p > 0.05)

significant difference between before and after being given counseling. Meanwhile,
in the control group, there was no significant difference. When comparing both
groups, in the control group, the analysis results of knowledge and attitude obtained
were p > 0.05, which was not significant, while in the treatment group, the results
both in knowledge and attitude were p < 0.05, which was significant.

4 Discussion

Tobacco has been a fundamental part of human civilization since prehistory. About
America, tobacco was first grown in 6000 BC. The hazards of smoking tobacco
were made abundantly clear and widely acknowledged in the middle of the twentieth
century, despite the official measures to stop smoking being approved or embraced.
It is difficult to realize that when the Royal Australian College of General Practi-
tioners (RACGP)was founded,medical experts, including general practitioners,were
advising patients to stop smoking. An excellent success story for Australian public
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health was the drop in the age-standard daily smoking rate from 25.6% in 1989–
1990 to 14.7% in 2016–17, which reflected the decline in smoking rates (2014–15).
However, among Aboriginal and Torres Strait Islander people, smoking rates remain
high. Although it is still very high, the smoking rate among Aboriginal and Torres
Strait Islander persons has decreased from 50% in 2004–05 to 40% in 2018–19 [1].

At 2018 data reveals that 69%ofUS citizens currently use social media, with daily
usage among Facebook users reaching 74% as people spend more and more time on
it. Social media interventions have the ability to reach a huge number of smokers who
are interested in quitting. Participants in this intervention were placed in exclusive
social media groups (e.g., Facebook, Twitter). A number of interventions publish
content to their socialmedia accounts (e.g., Facebookpages). Participants can interact
with intervention content and each other simultaneously on social media platforms
because they are designed to promote communication [6]. Enabling communication
and support usingmodern platforms like Facebook, Instagram, andWhatsApp,where
smokers who can stop do so can share their experiences. Providing messaging and
support using modern platforms like Facebook, Instagram, and WhatsApp where
smokers who have successfully stopped share details about their experience and how
they are adjusting. In order to create a Facebook page for World No Tobacco Day
2016, tobacco care experts collaborated with a number of young medical students.
They wrote posts on the topic of smoking and urged viewers to comment. The team
employed Facebook advertising tools in the early stages of the campaign to promote
the page, and these were funded by a number of supporters. A team is in charge
of running the Facebook page and coming up with fresh concepts to broaden the
audience and impact of the campaign. The website has long been popular on social
media. For a number of months, the page has been trending on social media. 500 K
people responded to the promotion, reaching 3M people. Following the success tales
on the page, about 3000 smokers were able to stop [7].

In South Africa, adults smoked at a rate of 21.5% in 2016. About 20% of
pulmonary tuberculosis deaths and 8% of all deaths in South Africa are attributed
to smoking. Some of the top 10 deaths in South Africa, such as tuberculosis, pneu-
monia, heart disease, cerebrovascular disease, diabetes, hypertension, and chronic
respiratory disorders, are caused by smoking or made worse by it. Quitting smoking
lowers the risk of smoking-related illness andmortality. Although SouthAfrica offers
some professional resources (medication and counseling) and national stop lines to
assist smokers, there are still access and utilization issues. Only 29.3% of smokers in
South Africa received advice to stop smoking from medical professionals in 2012.
South Africa has steadily rolled out policies to encourage smoking cessation over
the past few decades [8].

As one of the leading causes of disability and death worldwide, including in
Turkey, smoking needs to be reduced. In the world, 27.1% of adults and 8.4% of
young people smoke frequently, according to the 2012 Global Smoking Survey. It
is emphasized that developing countries like Turkey are experiencing a dramatic
increase in the prevalence of youth smoking. Studies show that the majority of
smokers in various countries start their habit before the age of 18. One of the factors
that leads young people to start smoking is the influence of their peers, parents, or
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siblings. Anti-smoking campaigns in the education sector have been successful in
lowering tobacco use [9]. There is a behavioral aspect to smoking that is connected
to a physical nicotine addiction. The numerous behavioral therapy methods that are
accessible include individual behavior counseling, brief guidance/interventions, tele-
phone counseling, open group forms of behavior therapy, and closed group forms
of behavior therapy, to name a few. Open group behavioral treatment is superior
and more affordable than other types, nevertheless. There is evidence that dental
school student’s attitudes and behaviors toward oral hygiene are suitable, and that
they gain knowledgewhile attending dental school. The conclusions of other research
suggesting health workers should get training on smoking prevention were supported
by participants in our study [10]. With order to increase high school student’s under-
standing of and attitudes toward the risks associated with smoking in Yogyakarta.
This study looks into how well Facebook media social works for informing students
about the dangers of smoking. The contribution of this researchwill assist adolescents
in understanding the risks of smoking by providing this education.

Respondents who did not smoke knew more about the doctor’s awareness of
smoking-related issues. More nonsmokers are accurately informed on how smoking
can cause heart and lung disease in adults and children, both actively and passively.
Furthermore, a greater proportion of nonsmokers are correct in their perception of the
negative effects that passive smoking can have on children’s health, particularly with
regard to lower respiratory tract disease (P = 0.016) and infant death (P = 0.013).
On average, 72% of nonsmokers and 54.5% of smokers (P= 0.002) agreed that fetal
disease risk was raised by mother smoking during pregnancy [11]. Implementing
these instructions in practice is still challenging because nicotine dependence is a
chronic relapsing condition that requires continual effort to prevent relapse. Even
though in many nations more than half of smokers aspire to stop and a third have
made at least three attempts, less than half of smokers quit before the age of 60.
Some of the barriers to intervention have been discussed, including a lack of knowl-
edge, negative attitudes among medical professionals, low self-efficacy, inadequate
training, competing priorities and the idea that counseling is an inappropriate service,
time, energy, and resource constraints, a lack of skills, and worries about the doctor-
patient relationship and the patient’s insufficient motivation. Healthcare personnel
who smoke are more likely than those who do not to dissuade patients from quit-
ting in various countries. Healthcare professionals also claim that they lack trust in
smoking cessation programs and a practical understanding of counseling techniques
for quitting smoking. The biggest barrier to providing smoking cessation services
between these standards is the inadequate training of healthcare professionals [12].

Statistics from 2018 show that from 5% in 2005 to 69% in 2018, more adults
in the United States used at least one social media platform. Over the past two
decades, internet usage has increased dramatically, and it now plays a significant
role in shaping social culture. Social media has the potential to reach vast groups
and offer low-cost interventions for positive behavior change. Social media makes
it possible to offer social support and has emerged as a crucial tool for spreading
awareness of the negative health impacts of smoking, teaching people how to quit,
and changing attitudes about smoking-related behavior. As a result, numerous social



1064 Kusbaryanto and Fairuz

media techniques have been actively accepted and utilized in recent years for smoking
cessation treatments. Social media can be used to spread information about smoking
to the general public, aswell as to let smokers and counselors connect online [13]. The
adoption of social media andmobile communications technologies as culturally rele-
vant smoking cessation programs for the young adult Spanish-speaking population
in South Texas is discussed in this paper. The ability to offer support services for quit-
ting smoking via mobile devices is quite promising. According to a Cochrane study,
texting or instant messaging greatly boosts the likelihood of successfully quitting
smoking, with an average odds ratio of 1.7. Randomized experiments have demon-
strated that telephone smoking cessation counseling protocols based on social cogni-
tive theory, transtheoretical models, and motivational interviews greatly increase the
effectiveness of smoking cessation, especially among young adults. Successful SMS
distribution techniques can be modified for social media delivery in interactive chat
applications, enabling help to be communicated through amusing and educational
media material wherever the user may be. Latinos and other low-income young
smokers who primarily communicate via mobile devices have a potential market for
social media interactive chat technologies [14].

Distribution of smoking cessation behavior change stages among outpatients. In
the stage of transformation, outpatients are split into groups based on whether they
“have intentions to take action within 6 months” or “have no plans to take action
in the next 6 months” (pre-contemplation). A total of 10.0% of the population will
“start taking action within the next month” (preparation), 7.3% will “have taken
action but not more than 6 months” (action), 8.7% will “have taken action for more
than 6 months” (maintenance), and 5.3% will “begin taking action within the next
month” (action) [15].

The vascular surgeons and stakeholders we spoke with believed that a swift but
compassionate intervention with suggestions for counseling and straightforward
medicine for willing patients formed the critical elements of a successful patient
smoking cessation program. According to our patient interviews with smokers and
ex-smokers, it is crucial to concentrate and carry out intensive interventions on brief,
specific, and repeated therapies. Even while stakeholders and patients agree that the
empathic approach is an essential part of smoking cessation programs, patients prefer
the personalized nature and patient-specific scheduling of the strategy.

Smoking greatly raises the risk of mortality and morbidity in the US. The five A’s
framework is a tool that doctors can use tomotivate their patients to quit smoking (ask,
advise, assess, assist, arrange). Every time a patient visits the doctor, their tobacco
usage should be brought up and their motivation to quit should be assessed. Doctors
should strongly counsel their patients to quit smoking, and if they are still hesitant,
they should use motivational interviewing techniques. It is crucial to underline the
benefits and importance of quitting smoking, the risks of smoking, and anticipated
barriers to abstinence in professional discussions with unmotivated patients. It is
important to emphasize these points whenever possible. Individuals should receive
appropriate pharmacological treatment in quitting, such as nicotine replacement
therapy, bupropion, and varenicline. When using medication to assist with quitting,
the success rate can be boosted by 50% [15]. Nearly 40 million adults smoke in the
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US, and smoking is still a significant cause of avoidable illness and death. Smoking
is connected to about 20 different types of cancer, including those that affect the
liver, esophagus, stomach, lung, kidney, and bladder. Smoking is also to blame for a
third of cancer deaths in the nation. Furthermore, smoking has been connected to a
number of chronic disorders that impact almost every organ in the body, including
diabetes, blindness, and cardiovascular and respiratory diseases.

Ten patients (6 men and 4 women) and 5 carers (all women) participated in
the study. All of the patients smoked, with patients older than the average age of
41.7 years smoking a mean of 14 cigarettes per day. The average age of the patients
was 59.4, and 2/5 of the nurses smoked. The following four main themes emerged:
Most people are unaware of how smoking continues to affect cancer treatment;
Many cancer patients do not always want to stop smoking; Previous failures to quit
smoking can make patients feel hopeless about future attempts; Some people believe
that smoking cessation treatment is not available at the time of cancer diagnosis
or during cancer treatment17. The most significant adverse outcomes of antenatal
cigarette smoking for both mother and child include preterm birth, placental abnor-
malities, low birth weight, perinatal death, and sudden infant death syndrome. The
assessment of a woman’s smoking status and the provision of advice and support
for stopping smoking are crucial parts of prenatal care. The statistics suggest that
pregnant women should stop smoking more frequently and smoke fewer cigarettes
each day. When pregnant, 21% of Australian women stopped smoking, and 46%
reduced their smoking. The actions and attitudes of medical staff members working
in prenatal clinics regarding smoking evaluation and cessation advice have not yet
been the subject of investigations in Pakistan.

5 Conclusion

The results of statistical tests showed that in the control group, the level of knowledge
about the dangers of smoking obtainedwas p-value= 0.011 (p> 0.05), whichwas not
significant. Meanwhile, the statistical test for attitudes about the dangers of smoking
was p-value = 0.004 (p < 0.05), which was significant. The results of the statistical
test in the experimental group showed that the level of knowledge about the dangers of
smoking was p-value= 0.001 (p < 0.05), which was significant, while the statistical
test for attitudes about the dangers of smoking was p-value = 0.001 (p < 0.05),
whichwas also significant. The conclusion is education about the dangers of smoking
in social media Facebook is effective in increasing the knowledge and attitudes of
teenagers about the dangers of smoking among high school students in special region
of Yogyakarta. It is expected that by conducting this research, teenagers can avoid the
dangers of smoking. Thus, the implementation of education using Facebook social
media needs to be disseminated in the community, especially among teenagers.
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Analysis of Infotainment Programs
in Digital Media: Legal Protection
for Indonesian Children Perspective

Nanik Prasetyoningsih and Moli Aya Mina Rahma

Abstract Infotainment programs in Indonesian digital media are currently criti-
cized by social media users, as the content of the shows is often not appropriate for
child viewers. Whereas children can now access and watch shows easily using social
media. Therefore, this research aims to explain the regulations that apply in the
dissemination of infotainment programs on digital media and what further efforts
are possible to achieve legal protection for children from infotainment programs
on digital media. This qualitative research found that the Broadcasting Law and
Broadcasting Code of Conduct and Broadcast Program Standards have regulated the
protection of children from infotainment programs in digital media. Child protection
is also specifically regulated in the Child Protection Law. Then regarding the content
of information disseminated in digital media is regulated in the Electronic Informa-
tion and Transaction Law. It is critical that the government enacts new legislation to
protect children who watch infotainment shows, both those that are aired and those
that are accessible on social media.

Keywords Media digital · Infotainment program · Social media · Legal
protection · Children

1 Introduction

The infotainment program in Indonesia is currently receiving criticism from social
media users because it usually highlights celebrity personal struggles that have abso-
lutely nothing to do with the general public. This infotainment show is regarded as
one of the factors contributing to people’s popularity, not because of their accom-
plishments, but rather because of their sensations. Children may now access and
watch infotainment programs; thus, this is an important factor to think about. In
Indonesia, people consider television to be one of the most dependable electrical
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devices. Technology use has advanced at an incredible rate during the past few years
[1].

Children are using smartphones more frequently these days, to the point that it
could lead to psychological issues among children. Therefore, the risks associated
with smartphone use must be understood. Minors are especially vulnerable since
they struggle with self-control and have underdeveloped control skills [2]. Children
typically imitate what they see on television or social media, including infotainment,
which is detrimental to their development and is frequently presented on digital
media. However, what is presently portrayed in entertainment is the private lives of
prominent leaders, which should not be exposed. Due to the tremendous degree of
client interest in this event, this is done regularly. reveals that infotainment shows
are no longer suitable for viewing, especially by youngsters under the age of 18, and
that greater efforts are needed to address this issue.

Although using technology and social media can lead to many great outcomes,
it can also be a harmful impact, particularly if children use them. There are more
parents today are trying to prevent their kids from playing video games because they
are aware of the harm that these games can do to kids. Additionally, modern parents
mayfind it difficult to understanddigital games because to its hybrid and sophisticated
nature, which raises concerns about kids abusing digital media [3]. It can also have
a comparable effect on a child’s body and mind, encouraging them to continually
think positively, actively, and imaginatively. Since families can use television to
develop intimacy by watching together, its accessibility and the programs on it are
predicted to have a good impact. However, the positive impact that the community
had hoped for has not fully materialized. There currently needs to be a show on
Indonesian television that differentiates between what is appropriate for adults and
what is appropriate for children, and no adjusted broadcast hours are in place [4].

The free-market competition growth, in which much money finds easy to acquire
local or small media, is one of the effects of globalization in this medium [5]. One
of the reasons the owners will carry on with operations is the media’s propensity to
focus more on business. As a result of their enormous popularity with the general
public and their importance as the media industry’s main source of revenue, infotain-
ment shows are still televised. Infotainment is the show that has attracted interest,
as evidenced by the development of several programs’ infotainment. In actuality,
Indonesian entertainment programs merely present the same content every day, and
even trivial things are made to seem like important facts that everyone should be
aware of. Surprisingly, there are still a surprising number of people who can name
viewers of the show who are oblivious of its significance or urgency.

2 Research Method

This research concerns to the law. Research is being done using a normative legal
approach. Conducting legal research is an effort to find legal regulations, principles,
and doctrines. Legal research is done to provide arguments, theories, or original
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perspectives that can be used as solutions to the problems at hand.Qualitative analysis
methods are used to analyze textual and narrative data. The entire set of data is then
programmed to meet user requirements. The method of data analysis is also applied.
Actually, data interpretation and coding take place simultaneously. The classification
and interpretation of data are carried out simultaneously. The process of interpretation
serves the data to obtain the information needed.

3 Result and Discussion

3.1 Form the Law Governing Indonesian Broadcasting
and Infotainment Programs

The reality of entertainment today is completely at odds with the laws that are already
in place. Currently, news concerning celebrities’ private life that has absolutely no
elements of public interest is regularly presented on infotainment programs. Exam-
ining the news or information that is broadcast reveals that most celebrities today
hardly have any privacy because all of their personal struggles are constantly made
public to a big audience.However, in situations like these, it canbedifficult to pinpoint
exactly who is to blame because news in today’s media is frequently dominated by
celebrity-related personal issues as well as the celebrities themselves.

The establishment of the Indonesian Broadcasting Commission is one of the
Government’s initiatives to encourage high-quality broadcasts, which essentially
entails regulating every program broadcast. The Indonesian Broadcasting Commis-
sion is a body having considerable control over managing television shows or
broadcasts at both the national and local levels [6]. The Indonesian Broadcasting
Commission is in charge of overseeing the enforcement of regulations, Broadcasting
Behavior Guidelines, and Broadcast Program Standards. Moreover, the Indonesia
Broadcasting Commission has the authority to impose sanctions for the violation of
the Broadcasting Behavior Guidelines and Broadcast Program Standards on televi-
sion programs [7]. The Indonesia Broadcasting Commission has several authorities,
such as: setting broadcast program standards, drafting regulations and establishing a
broadcasting code of conduct, monitoring the application of regulations and guide-
lines of broadcasting, as well as the broadcast program standards, giving penalties
for violations of broadcasting regulations and guidelines and broadcast program
standards.

Recently, the performanceof IndonesiaBroadcastingCommissionwas questioned
because some TV stations and programs that received warnings, but some other
TV station who has the same programs from, there did not get reprimands [8].
Therefore, it needs to be criticized where the Indonesia Broadcasting Commission
firmness toward similar shows with the same content. It seems that this institution
is not firm in enforcing the rules regarding broadcasting to TV stations that have
committed violations. Indonesia Broadcasting Commission must be able to dissuade
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rule offenders by having the courage to impose punishments other than a warning
[8].

Nowadays, the infotainment shows mentioned above are not only broadcast on
television but also through other platforms such as YouTube, Instagram, TikTok, and
Facebook. The problem is that these platforms’ infotainment content was outside
the control of the Indonesian Broadcasting Commission. However, until now, there
has been no independent institution that supervises social media content such as
Indonesian Broadcasting Commission in supervising television and radio. Social
media has evolved into an online conversation in which people create, share, book-
mark, and network at an astounding rate [9]. As an internet-based (online) social
interaction medium, social media allows its users to share, engage, and produce
varied content in the form of blogs, wikis, forums, and social networks. [10]. The
use of social media for news consumption is a two-edged sword [11]. On the one
hand, individuals seek out and consume news via social media due to its low cost,
ease of access, and rapid transmission of information [12]. On the other side, it facili-
tates the widespread dissemination of “fake news” [13], low-quality news containing
purposelymisleadingmaterial [11]. Furthermore, the negative impact of socialmedia
increases the distance between close people and vice versa; face-to-face interactions
tend to decline, as well as make people addicted to the internet, generating problems
and privacy issues, which are readily influenced by the ill influence of others [12].
Social media can also have a bad influence on children; moreover, the ease with
which children use social media can cause them to spend longer time using social
media [14].

The government has already passed legislation restricting the use of social media
and electronic media, specifically the Law of Information Technology and Electronic
in 2016. The role of the government regarding the children’s protection from info-
tainment from these platforms was to supervise the electronic media for using elec-
tronic information and documents and providing facilitate information technology
and electronic transactions uses. Furthermore, the government is required to protect
the public interest fromall types of effects caused by themisuse of electronic informa-
tion and transactions that may disrupt public order in accordance with the provisions
of laws, and for this purpose, the government can prohibit the dissemination and use
of electronic information and documents containing prohibited contents through the
provisions of laws.

To carry out the prevention, the government could be entitled to terminate access or
direct the electronic system operator to discontinue access to electronic information
and documents containing illegal material.

As a result, in this scenario, the government has the ability and duty to regu-
late the manner of electronic information transmission in order to maintain public
order. However, due to their early age, children and adolescents may meet problems
during their searches, requiring parental interaction ensures they use reliable web
resources, adequately absorb the material, and stay calm by the information they are
reading. Inquiring about their children’s and teen’s online searches can aid in discov-
ering and discussing this material [15]. Most adults are unaware that adolescents are
particularly vulnerable to the threats posed by social media. The greatest dangers are



Analysis of Infotainment Programs in Digital Media: Legal Protection … 1071

peer-to-peer; incorrect information; a need for understanding online privacy issues;
and third-party advertising group impacts [15].

3.2 The Indonesian Law Protecting Children
from Infotainment Programs

Today’s children and teens are surrounded by a digital environment such as television
(TV), radio, and periodicals, which have been furnished with modern digital tech-
nologies that stimulate interactive and social connections and allow instant access to
children and teens for fun, information, and knowledge; interpersonal interactions
[16]. On the bright side, technology allows youngsters to play, explore, and learn in
some ways. This learning opportunity is a critical developmental phase in children
and involves the study of nature and the discovery of their own environment since
children’s brains are particularly malleable throughout this period [17], and the nega-
tive side, children’s media can create cognitive impairment and diminish cognitive
capacity [18].

Child protection is expressly controlled under Law of Children Protection. Chil-
dren’s protection is necessary and must be ensured to improve children’s quality
of life as they grow and develop. Parents, families, the community, the state, the
government, and local government must be guaranteed, protected, and fulfilled the
Children’s rights [19]. According to the Law of Children Protection, child protection
aims to: protect and guarantee children’s rights in order for the children can live,
grow, and develop; protect and guarantee children’s rights to participate through
human dignity; and protect children from inhumanity and intolerance while granting
them special consideration while granting them special consideration. Moreover,
children protection principles according to the 1945 Constitution are follows: no-
discrimination policy, children’s best interests, the right to live, to survive, and to
develop, and value the child’s viewpoint.

Obtaining infotainment is one of the children’s information rights, but it must
be supported with parental engagement to assist them in accessing positive news
and information that will benefit them in the future because they are in the same
environment as their children [20], as well as society. Parents play the most crucial
role in guaranteeing this. The government is responsible for protecting children
as consumers of television broadcasts such as infotainment by ensuring that what
children see or watch is valuable information for them [21]. Children are given the
best chance to grow and develop by being cared for both physically and mentally
by creating a sense of security and comfort, creating an appropriate atmosphere,
protecting children from consuming harmful substances, and not allowing them to
consume harmful substances for their developing.

As stated by Article 17 of the United Nations Convention on the Rights of the
Child, participating countries recognize the importance of the media’s role and will
make certain that children have access to information and resources from various
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national and international sources, particularly those aimed at promoting their social,
mental, andmoralwell-being and physical andmental health. Therefore,UNmember
states will: (1) encourage the dissemination of mass media information andmaterials
that are useful with the spirit of the children socially and culturally; (2) encourage
international cooperation in the formation, information interchange and transmission
from many cultures, both national and international; (3) encourage the creation and
distribution of children’s books; (4) encourage the media to pay special attention to
the language requirements of minority and indigenous children; (5) encourage the
establishment of adequate rules to ensure children’s information; and materials that
are detrimental to the welfare of the child, considering the requirements of Articles
13 and 18; and (6) protection of a child has become a policy for countries that are
members of the United Nations (UN).

TheChildrenProtectionLaw’swas ensuring the protectionof children frombroad-
casting programs, as stated that children are special audiences consisting of children
and adolescents who are not yet 18 (eighteen) years old. The children protection
is one of the foundations for developing Broadcast Program Standards from the
Broadcasting Code of Conduct. Broadcast Program Standards 2012 states that the
institutions of broadcasting are required to offer protection and empowerment to chil-
dren by transmitting broadcast programs at the appropriate time in line with broad-
cast program categorization, and shall consider children’s interests in all aspects of
broadcast production, such that youngsters cannot access adult programs that will
be transmitted after 10 PM. local time.

Under Broadcast Program Standards, children protection precautions are also
mandated requirement for broadcast programs, as follows: (1) children’s and/or
teenagers’ interests must be considered and protected in broadcast programming,
(2) broadcast programs containing immoral content and/or information about alle-
gations of immoral crimes are prohibited from displaying children and/or teenagers,
(3) broadcast programs showing children and/or teenagers in events/law enforcement
must conceal their faces and identities, and (4) live broadcast shows featuring minors
are not permitted to air after 9.30 PM. local time.

The Indonesian Broadcasting Commission, in the fourth point which was for
the protection of children and adolescents by paying attention to the availability
of programs for children from 5 AM. until 6 PM. with content, storytelling style,
and appearance in accordance with the psychological development of children and
adolescents. Selectively selecting broadcast content to not encourage youngsters to
mimic or consider common/ordinary activities that have lately been publicized, such
as marriage at a young age, exploitation of early marriage, revelation of home issues,
and so on. Confrontations, violent acts/scenes, and bullying in households, schools,
and other social contexts and Keep scenes of love and infidelity to a minimum. The
circular letter is one type of action done by the government, so all broadcasting
institutions are encouraged to follow it.

As a result, every show broadcast must have acceptable substance, narrative style,
and look that does not aggravate children’s development and health [22]. There are
still numerous situations and tales, as well as the presentation of infotainment shows,
that are inappropriate for children and harmful to their development and health. It
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is fairly unusual for the information delivered by the host in the infotainment shows
to be provocative. In light of all broadcasting rules, it is possible to infer that the
show must not contain anything that encourages youngsters to learn about harmful
behavior. Things like courting are improper. Currently, celebrity romance stories
dominate infotainment broadcasts as if they were a typical occurrence. Furthermore,
it is forbidden for infotainment programs to offer information that encourages chil-
dren to learn about improper behavior and/or to rationalize inappropriate behavior as
a normal part of everyday life. This implies that great care must be taken to protect
children, teens, and women [23].

3.3 Legal Efforts Can Be Made in the Future to Protect
Children from Infotainment Programs Better

The government needs to put more effort into creating engaging and high-quality
informational content for children in order to strengthen legal protection. Legal
protection aims to provide young viewers of material on television or in other media
with a sense of legal security. The state provides legal protection in the form of
acknowledged legislative standards that participants in the broadcasting industry are
required to meet and implement. To ensure that every kid has the opportunity to
exercise their natural, physical, mental, and social development and maturation.

Infotainment is rarely used for news shows that contain actual information, and
they are better known as entertainment news. The balance of news content must be
supported by various accurate data, opinions, comments to public opinion through
interviews. This definition is in stark contrast to the concept of an infotainment
program which does not require actual and factual dimensions because the infotain-
ment format actually seems one-way even though it is presented in an entertainment
style packaging format, such as a scriptwriting standpoint, but the content of this
program format only provides information or an explanation about a product.

For this reason, the media must be able to select the sort of quality news that will
avoid harmful activities that would negatively affect young customers. Because of
this, by designating another country as a reference, many steps may be taken to set
stronger children’s legal protection from infotainment programs. First, this should
be a concern in terms of improving the quality of child development. One of the
things that may be done is to create a new provision for infotainment shows during
the emergency time, which is not only in the form of circulars but also regulated in
Law of Broadcasting. One of the provisions is to shorten the length of newscasts. If
an increase in the quality of infotainment shows cannot be accomplished, the shows’
cancelation might be considered. Second, Categorize Infotainment Program. The
first step in clarifying the spectacle/program is to categorize it. When organizing
television broadcast programs, each broadcast program that will be broadcast must
first be categorized since the classification determines how and when a programmay
be broadcast. So, in order to improve child protection, infotainment programs should
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be classified as shows for adults so that children cannot access infotainment shows
on television, since it has beenmentioned that there is virtually no content acceptable
for children in infotainment shows at the moment.

As stated on Article 36 of Broadcasting Law, that broadcast content is required
to provide protection and empowerment to special audiences, namely children and
adolescents, by broadcasting events at the appropriate time, and broadcasting insti-
tutions are required to include and/or mention the classification of audiences based
on the content of the broadcast. Followed by Broadcast Program Standards in Article
14 and 15 state that broadcasting institutions must pay attention to the interests of
children in all aspects of broadcast production, and protect the interests of children
and/or youth.

This is a form of child safety measure. Children will understand that there are
certain shows that are appropriate for their age and others that are not thanks to the
age restrictions on each program. Furthermore, infotainment broadcasts after 10 PM
are one of the important efforts because children do not comprehend how television
programs are categorized based on rating categories. The previous article makes it
apparent that the article’s requirements for preventative measures must bemet. Every
program that will be aired must be prescreened to ensure that it is appropriate for
children.

Social media must be closely monitored by a specialized organization, or else
the government should impose restrictions. The distribution of content to children
is subject to a number of regulations. This was previously requested by the Minister
of Communication and Information in 2019, that this could be proposed, but it must
be based on clear regulations, as well as the consideration that Indonesian Broad-
casting Commission that must oversee the digital realm must also be reviewed first,
because the Indonesian Broadcasting Commission’s authority is currently limited to
conventional media, namely television and radio, under the Law on Broadcasting.

4 Conclusion

It is critical that the government enacts new legislation to protect children who
watch infotainment shows, both those that are aired and those that are accessible on
social media. The government has passed numerous laws to safeguard children from
entertainment, including the Law of Children Protection, the Law of Information
and Electronic Transactions, and the Law of Broadcasting. The Broadcasting Code
of Conduct, Broadcast Program Standards, and the Broadcasting Law supplied by
the government must be followed by broadcasters. The government also founded the
Indonesian Broadcasting Commission as an independent organization with authority
to supervise media platforms like television and radio.

Since there is essentially no content suitable for children in infotainment shows at
the moment, infotainment programs should be categorized as shows for adults in the
future to promote child protection by preventing children fromwatching infotainment
shows on television. In the meantime, the aforementioned infotainment programs are
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not only broadcast on television but also on other platforms like YouTube, Instagram,
TikTok, and Facebook. Due to their youth, children and adolescents may encounter
inaccuracies during searches; these platforms require parental engagement to ensure
they are accessing credible online resources to evaluate the information and remain
calm.
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Personal Data Protection in Indonesian
E-commerce Platforms: The Maqasid
Sharia Perspective

Mızan Islami Nurzihad, Muchammad Ichsan, and Fadia Fitriyanti

Abstract Personal data must be kept secret because they are amanah (a trust)
confided by the data owner to an authorized party. In e-commerce, large amounts of
data must be kept secret for the safety of the data owner. Therefore, this research
aimed to analyze the regulation of personal data protection in Indonesia and its
compatibility withMaqasid Sharia (goals of Sharia). A normative approach and legal
analysismethodwere employed. This research described the concept of personal data
protection and observed that its regulation is contained in over 30 several laws and
regulations in Indonesia. Based on their content, the laws could be divided into
several categories, namely health, finance and business, human rights, state gover-
nance, and crime prevention. The result indicated that the draft and elements of the
personal data protection law in Indonesia are compatible with theMaqasid Sharia for
some arguments. This research recommended the establishment of an independent
commission to protect the secrecy of data.

Keywords E-commerce · Indonesian regulation · Maqasid Sharia · Personal data
protection

1 Introduction

The volume of trade transactions at Indonesian e-commerce companies previously
increased by 5–10 times [1]. Although a fifty percent increase in new customers was
recorded, the delivery or distribution of goods experienced delays due to transporta-
tion restrictions during the lockdown [2]. E-commerce refers to any form of trade
transactions involving goods and services conducted through electronic media [3].
Trade via e-commerce may involve business-to-consumer (B2C) and business-to-
business (B2B) transactions, as well as tradewith structured electronic data exchange
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[3]. Despite the convenience of online transactions, including shopping, consumers
must be cautious of data theft. E-commerce platforms require users to create an
account with their personal information. Unfortunately, customer’s data, such as
names, e-mail addresses, phone numbers, and home addresses, may be breached,
while the remaining data in the form of payment transaction information may be
kept safe. This was experienced by Tokopedia users, particularly through financing
digital OVO and credit cards [4]. A total of 13 million Buka Lapak account data were
leaked on May 6, 2020 [5], while information of about 91 million users from the
e-commerce platform Tokopedia was breached and spread on Internet forums [6]. In
addition, 1.1 million Lazada accounts were leaked on November 2, 2020 [7].

In early 2020, research about personal data protection in Indonesia discussed the
effort to protect citizen’s information and the personal data protection bill. Due to
their vast andobscure aspects, experts, scholars, privacy advocates, and research insti-
tutions opposed the adequacy of data protection laws [8]. Rosadi stated that a combi-
nation of regulations or a hybrid concept is the most appropriate regulatory concept.
This hybrid is a concept that combines several approaches to regulating personal data
privacy, particularly in e-commerce, and was chosen due to the rapid development of
information technology, which allows information to be easily accessed, processed,
compiled, and distributed [9]. Moreover, Sinaga emphasized that the legislation on
personal data protection is still insufficient to protect consumers whose private infor-
mation is leaked on the Internet [10]. Furthermore, Angriani stated that customers
have rights and obligations to protect their data in Islamic and positive laws [11].

Consequently, this research complemented previous investigations on personal
data protection by exploring its relationship with Maqasid Sharia, which was not
covered by previous investigations. The problem of this research was to describe the
extent personal data protection mechanisms on Indonesian e-commerce platforms
followMaqasid Sharia. It attempted to determine the compatibility between personal
data protection in an e-commerce platform andMaqasid Sharia and is hoped to serve
as a reference for future research.

This research was based on the argument that the personal data protection laws in
Indonesia, both existing and in the form of bills, followMaqasid Sharia.Most of the
citizens in the country areMuslim, includinggovernmental bodies from the executive,
legislature, and judicial arms. As a result, Indonesian law naturally protects the
interests of all citizens, including Muslims.Maqasid Sharia seeks to connect God’s
will with human goals or desires and allows the ummah (people) to play an essential
role in developing and interpreting maslahah for humanity without departing from
the essence of Islamic teachings.
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2 Indonesian Personal Data Protection and Its
Compatibility with Maqasid Sharia

Julie Innes (1992) defined privacy as a condition where a person controls their private
decisions, including access, information, and actions [12]. Private is explained as a
product of love, liking, and concern for others. This corresponds with the explanation
by Solove (2008) that the context of privacy includes family, body, gender, home,
communication, and personal information [12]. Gavison (1980) described privacy as
a complex concept consisting of three independent and reducible elements, namely
confidentiality, anonymity, and solitude. Each of these elements is independent, as
their intrusion may cause a loss or violation [12].

The Ministry of Communication and Informatics of Indonesia defined personal
data protection as protection during the acquisition, collection, processing, anal-
ysis, storage, appearance, announcement, delivery, dissemination, and/or opening of
access, as well as the destruction of personal data [13]. In addition to the scope of
personal data protection, which covers all aspects and stages of personal processing
data, the Permenkominfo (Regulation of the Minister of Communication and Infor-
matics) also regulates the rights of the data owner, as well as the obligations of data
users and the electronic system operator at all stages of processing.

Since Indonesia has a Muslim majority, lawmakers create regulations for the
welfare of all citizens, including Muslims. These regulations should followMaqasid
Sharia to achieve welfare. Nuruddin affirmed thatMaqasid Sharia is made up of two
words. They areMaqasid, the plural version of maqsud, which means intentional or
purposeful, and Sharia, a linguistic term that refers to a path leading to water sources,
supposedly considered the primary source of life [14]. Al-Syatibi stated that Sharia
aims to realize benefits in the living world and hereafter and attested that the laws
are prescribed for the benefit of the servant of God [15].

Allah created Islamic law (Sharia) with a specific purpose or goal in mind, which
is to bring benefit or goodness to humans and protect them from harm or danger in
this world and the next [16]. Based on these goals, Islamic law can be said to differ
significantly from human-made law because the maslahat (benefit) is to be enjoyed
and the madharrat (harm) prevented in the present and the future. Hence, followers
of this law will receive good and avoid danger in both worlds [16].

Maqasid Sharia benefits are generally divided into three parts, namely dharuriyat
(necessities), hajiyat (needs), and tahsiniyat (improvements). According to Al-
Ghazali, dharuriyat is a collection of benefits that ensure the preservation of the
five necessities, comprising Hifz Din (the right to religion), Hifz Nafs (the right to
life), Hifz ‘Aql (the right to education, think, have an opinion and press freedom),
Hifz Nasl (reproductive, family, mother’s, children’s, civil, organizational, assembly,
social, inheritance, and will rights or privileges), and Hifz Mal (economic, property,
work, and worker’s rights) [17].

Consequently, this research divided the existing laws and the bill regarding
personal data protection into several categories, namely health, finance and busi-
ness, human rights, state governance, and crime prevention. This classification was
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done based on their contents to determine the compatibility between the personal
data protection laws in Indonesia with theMaqasid Sharia.

2.1 Health

Four laws regarding personal data protection can be classified into health categories.
These are LawNumber 29 of 2004 concerningMedical Practice, of which articles 51
and 52 state that medical practice is regulated to protect patients. Doctors and dentists
are obliged to preserve the knowledge of treatment and ensure it is kept secret even
after the patient’s demise [18]. Law Number 36 of 2009 concerning Health specified
that everyone has the right to obtain information about their health, including actions
and treatment that have or will be received from health workers [19]. LawNumber 40
of 2009 concerning Hospitals [20] and Law Number 36 of 2014 concerning Health
Workers affirmed that every patient has the right to privacy and confidentiality [21].
Finally, Law Number 18 of 2014 concerning Mental Health demands that the ‘aql
or mind must be protected [22].

These laws follow Maqasid Sharia in maintaining life, mind, and lineage. The
Qur’an emphasized the preservation of human life as the word of Allah in surah
Al-Maidah: 32, which reads: “And whoever preserves the life of a human being, it is
as if he preserves the life of all humans.”Respecting the right to life is a fundamental
law, regardless of the person, position, or profession. The obligation of a person to
protect the rights of other human beings is a sacred mission outlined in religion and
international human rights treaties. It entails safeguarding personal as well as the
general interests of many aspects of human life.

Islam also values reason very much. With reason, man thinks, develops, and
discovers things that benefit his life in the world and the hereafter. The Islamic
way of maintaining reason includes commanding humans to open and gain knowl-
edge. Moreover, Islam forbids a man from corrupting his intellect by consuming
the destroyer of reason, such as liquor, drugs, and others [16]. In addition, Islamic
teachings command that offspring be kept so that there is human continuity on the
face of this earth. The trick includes maintaining self-honor and getting married. It
is because man obtains good offspring for these two reasons. For that reason, the
maintenance of personal data contained in the above laws is in line with Maqasid
Sharia. If personal data is not protected, it will have the potential to be misused,
causing the honor of themselves and their descendants to be not maintained.

2.2 Finance and Business

Based on research, seven of the laws governing personal data protection are finance
and business related. They include LawNumber 10 of 1998 concerningAmendments
to Law Number 7 of 1992 concerning Banking, Law Number 23 of 1999 concerning
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Bank Indonesia, Law Number 21 of 2008 concerning Sharia Banking, and Law No.
21 of 2011 concerning Financial Service Authority, which have similar concepts
that banks, in their capacity as depositors, are required to keep customer information
confidential [23]. Based on this statement, the personal data protection laws in finance
categories aim to protect their customers from any financial harm. This is compatible
withMaqasid Sharia in protecting the wealth and property of bank customers.

In addition, Law Number 8 of 1997 concerning Company Documents states that
the confidentiality of company documents must be maintained by the employer
and employee [24]. Such documents may include elements of company manage-
ment, profit and loss statements, and employee’s personal data. Law Number 36
of 1999 concerning Telecommunications allows the telephone company to record
customer conversation but only authorizes its release following the permission of
the Attorney General or the head of the police force [25]. This regulation enables
the government to monitor the actions of citizens in the country. Law Number 19
of 2016 concerning Amendments to Law Number 11 of 2008 concerning Informa-
tion and Electronic Transactions explains that the protection of private data in using
information technology is a part of the personal rights of an individual [26].

The above laws followMaqasid Sharia in maintaining a citizen’s wealth, dignity,
and lineage. Islam views privacy as deserving of respect because it is related to one’s
confidentiality. Generally, banking activities in Islam are founded on Sharia princi-
ples derived from theAl-Quran. As stated in the letter Al Baqarah (2) verse 275, there
is a prohibition on usury and the permissibility of buying and selling. The Qur’an
and Sunnah describe four goals of Islamic banking activities based on Sharia. They
are (1) Prioritizing Allah’s worship above all else. (2) Creating Sharia bank activ-
ities to achieve a healthy life in the hereafter by obtaining heaven. (3) Providing a
mechanism for distributing the funds of the rich to the needy. (4)Achieving the prede-
termined economic objectives. This means Islamic banking activities can impact all
communities positively [27].

2.3 Human Rights

Only two laws regarding personal data protection were associated with human rights.
They are Article 28 H paragraph (4) of the 1945 Constitution, the first law in
Indonesia, which states that everyone is entitled to personal property rights, meaning
the privacy of data should be respected. The second is Law Number 39 of 1999
concerning Human Rights, which attests that being an object of research involves
asking a person for comments, opinions, or information about their personal life
and data while recording their pictures and sounds [28]. This means that personal
data protection is a fundamental right, and entitlement of all Indonesian people under
human rights. The focus of human rights is existence and dignity, ensuring people are
not trampled upon because the legal responsibility or personality of a human being
is enforced above this dignity, enabling citizens to enjoy their rights and adhere to
various obligations.
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The protection of human rights was alluded to in the Qur’an by the word of Allah
in surah al-Isra: 70, which reads: “And indeedWe have honored the children of Adam,
We raised them on land and at sea, We gave them sustenance from the good things,
and We gave them more advantages, perfect over most of the creatures we have
created.”

Although this verse indicates thatAllah elevates the human status,many violations
occur that require the intervention of one group in another. The core problem in
human rights is preserving one’s rights from threats, disturbances, obstacles, and
challenges from other parties or damage caused by outsiders. John Locke termed
this phenomenon natural rights, which should not be eliminated by any institutions
and organizations, including the state, because they existed before its formation [30].
Human rights andMaqasid Sharia are significantly related because both are aimed at
guaranteeing the benefit of humans.Maqasid Sharia provides an alternative to evade
the abyss of difficulties when faced with urgent problems, forces, and challenging
circumstances, ensuring the rights of humans are protected from damage [29].

2.4 State Governance

In the category of state governance, there were three laws relating to personal
data protection. They are Law Number 18 of 2003 concerning Advocacy, which
explains that the obligation to maintain confidentiality covers present and former
client secrets, whose information must be kept confidential [30]. Law Number 43
of 2009 concerning Archives indicates that the civil rights of the people include
social, economic, and political rights, as evidenced in archives, such as land certifi-
cates, diplomas, marriage certificates, birth certificates, resident cards, population
data, wills, and business licenses [31]. There are two terms in Population Admin-
istrative Law Number 24 of 2013, namely population and personal data. Individual
and structured aggregate data resulting from Population and Civil Registration activ-
ities are examples of population data, while personal data refers to specific personal
information stored, maintained, kept, and protected by confidentiality [32]. In Law
Number 14 of 2008 concerning Public Information Disclosure, public information
may be disclosed to others when it endangers life or jeopardizes national security
[33]. According to Law Number 17 of 2011 concerning State Intelligence, secret
state information is sensitive information that could jeopardize the safety of the state,
highlighting the criticality surrounding its leakage [34]. Finally, Judicial Commis-
sion Law Number 18 of 2011 requires judicial commission members to keep any
information obtained a secret due to the nature of the information and based on the
member’s position [35].

These laws aim to protect the confidentiality of citizen’s data, thereby obeying
Maqasid Sharia in maintaining religion, life, and mental wellbeing. Allah gave
reassurance on good governance in surah Al-Hajj: 41 that “They are^ those who,
if established in the land by Us, would perform the prayer, pay alms-tax, encourage
what is good, and forbid what is evil. Furthermore, with Allah rests the outcome of



Personal Data Protection in Indonesian E-commerce Platforms: The … 1083

all affairs.” From the verse above, good governance in the context of Islamic law
entails the use of authority to manage development with the goal of (1) creating a
conducive environment for the community to fulfill their physical and spiritual needs,
as symbolized by the enforcement of prayer, (2) initiating zakat for the creation of
prosperity and welfare, and (3) establishing political stability, as inspired by amar
ma’ruf and nahi munkar (uphold the truth and forbid what is wrong). Consequently,
there are three types of governance in Islam, according to the verse, namely (a)
spiritual governance, (b) economic governance, and (c) political governance [36].

2.5 Crime Prevention

Five laws on personal data protection belong to the crime prevention category. They
include Law Number 31 of 1999 concerning the Corruption Criminal Act [37] and
Law Number 30 of 2002 concerning the Corruption Eradication Commission [38],
which have a clear objective of protectingwitnesses and society’swealth fromcorrupt
government officials. Law Number 15 of 2003 concerning Anti-Terrorism indicates
that the state is responsible for the safety and security of its citizens and must ensure
the rights of terrorist crime victims [39]. The provisions of Law Number 35 of
2009 concerning Drugs aim to protect witnesses, reporters, investigators, public
prosecutors, and judges, aswell as their families,who investigate narcotic crime cases
[40]. Finally, Law Number 8 of 2010 concerning the Money Laundering Criminal
Act ensures whistleblowers and witnesses in money laundering cases must be given
special protection before, during, and after the case investigation process [41].

The laws above corroborate Maqasid Sharia in protecting witnesses and the
society’s wealth from any crime. This is supported by Allah’s word in Surah Al-
Baqarah 188: “And do not eat the wealth among yourselves in a false way, and (do
not) bribe the judges with it, with the intention that you may eat up some of the wealth
of others by way of sin, even though you know.” This verse is a confirmation that
anyone can obtain wealth vainly. Moreover, properties received are still considered
illegal even after a judge’s decision because the informationwasmisleading to ensure
one’s entitlement [42].

In Ministry Regulation Number 20 of 2016 concerning Personal Data Protection
on Electronic Systems, article 2 point 2 (a, b, and h) only regulates the principles
of Good Data Protection, including respect for privacy and confidentiality based
on legislative provisions, and states that the data user is responsible for his data
[13]. Article 2 of Ministry Regulation Number 20 of 2016 concerning Personal Data
Protection on Electronic Systemswas intended to fulfillMaqasid Sharia by shielding
religion from persons who discriminate against Muslims as well as protect human
life and sanity from physical and mental damage. Unfortunately, this regulation only
provided administrative sanctions and failed to stipulate any criminal sanctions for
violators. In e-commerce transactions, a person’s data must be protected because it
contains their profile, contact history, location, pictures, documents, and other private
matters. The Qur’an emphasizes the primacy of privacy as the word of Allah in surah
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An-Nur: 27, which reads: “O you who believe, do not enter a house that is not yours
before asking permission and greeting its inhabitants. That is better for you so that
you (always) remember.”

Although the Qur’an does not explain in detail how to protect personal data
during e-commerce transactions, greeting and asking permission before entering a
person’s house means that God, through his word in surah An-Nur, protects or limits
the socialization of believers [11]. It is like regulations of personal data protection,
where information can only be accessed by obtaining permission from the concerned
party. This supports the words of the Prophet Muhammad in a hadith quoted from
the hadith Sahih Bukhari, “if someone peeks into your house when you do not allow
it, then you throw a stone at him so that it blinds his eyes, you will not have sinned
for it.” [43].

Personal data protection arises because of concerns about breaches that individuals
and legal entities may experience, which lead to material and moral losses. The
basis of norms and implementation in the Personal Data Protection Bill is based on
the principles of protection, legal certainty, public interest, expediency, prudence,
balance, and responsibility. Hence, this bill adheres to the objectives of Maqasid
Sharia to protect the soul, mind, offspring, and property and to achieve justice for
all. Rasulullah stated that a deviant of Allah is someone who continues to commit
heinous and evil deeds even while praying. The reason for this is that Ibn Kathir
stated that three things in prayer encourage a person always to do good. The three
things in question are sincerity, solemnity, and remembrance of Allah [44].

3 Conclusion

This normative research on the protection of personal data on Indonesian e-commerce
platforms from the view of Maqasid Sharia showed the general state of the law
regarding this subject. This is because the rules of personal data protection are
contained in several different laws and regulations and only describe the general
concept. A total of 30 laws governs personal data protection in Indonesia and can be
classified into several categories, namely health, finance and business, human rights,
state governance, and crime prevention. The laws in all categories are in line with
Maqasid Sharia. The health laws aim to maintain the life and lineage of patients
and health workers, while the finance and business categories guard the customer’s
wealth, dignity, and lineage. The laws in the human rights and state governance
categories intend to protect religion, mind, life, property, and lineage. Finally, the
crime prevention regulations protect life, mind, offspring, and property. The cate-
gories above show that the existing personal data protection regulations in Indonesia
contain the five principles of Maqasid Sharia, namely maintaining religion, mind,
life, property, and lineage.
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Pivotal Factors Affecting Citizens
in Using Smart Government Services
in Indonesia
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Abstract The aim of this study is to examine the analysis factors affecting citi-
zens in using smart government services in Indonesia. A questionnaire survey was
sent to 300 people who used smart government services. The collected data was
analyzed using SEM-PLS. This study found that accountability, user satisfaction,
trust in government, trust in technology, and perceived cost positively and signifi-
cantly affected citizens to use the smart government services, with their respective
p-values 0.032, 0.004, 0.026, and 0.044. Meanwhile, perceived risk and community
culture did not significantly affect the citizens, with p-values of 0.080 and 0.170,
respectively. This study only examined these affecting pivotal factors on citizens in
three local districts. The next research should observe wide areas. The findings of
this study can help local government stakeholders which implement smart govern-
ment services, particularly in improving the perceived cost of public services. This
research can strengthen user satisfaction, service innovation, and low costs so that
people’s trust increases in using smart government services. This study contributes
to the development of the literature regarding smart government services.

Keywords E-government · Artificial intelligence · Smart government services ·
Local government · Public organizations

U. Pribadi (B) · Juhari
Universitas Muhammadiyah Yogyakarta, Yogyakarta, Indonesia
e-mail: ulungpribadi@umy.ac.id

M. A. Ibrahim
Bina Nusantara University, Jakarta, Indonesia

C. Kurniawan
Government Science, Universitas Muhammadiyah Yogyakarta, Yogyakarta, Indonesia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
X.-S. Yang et al. (eds.), Proceedings of Eighth International Congress on Information
and Communication Technology, Lecture Notes in Networks and Systems 693,
https://doi.org/10.1007/978-981-99-3243-6_89

1087

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3243-6_89&domain=pdf
mailto:ulungpribadi@umy.ac.id
https://doi.org/10.1007/978-981-99-3243-6_89


1088 U. Pribadi et al.

1 Introduction

Currently, many governments in the world have implemented smart government
services, which are sophisticated information and communication technologies to
provide quality of public services to their citizens, businesses, and public agencies.
Smart government in somecases uses the Internet of things (IoT) and artificial intelli-
gence (AI) [1, 2]. For example, Mexico implemented applications on mobile devices
for tax payments based on smart government technology [3]. Another example is
that the smart government is the basis for developing Birjand city into a smarter city
[4]. And the smart government has a positive impact on employee performance in
the UAE [5].

Existing studies examined smart government services focusing on the technolog-
ical perspective. Some examples were studies on the structure of ICT [6], software
systems [7], aspects of technical innovation [8], cloud platforms [3, 9], Internet of
things (IoT) [1, 10], crowdsourcing framework [11], enterprise architecture frame-
work [12], and blockchain technology [13]. Other studies on smart government
focused ongovernment decision-making and regulation [14]. Furthermore, studies on
smart government used an organizational andmanagement perspective. This includes
the transformation of planning and policy, leadership and public managers, human
resources, organizational structures, bureaucracy, and budgets [15–18].

Research on smart government from the perspective of the user community is
still scarce, although it is important to know what pivotal factors influence people to
use smart government services. Some literature used the customers’ perspective, but
they only looked at the innovation and security side that customers felt [19] and the
citizen-centric approach [20].

This study fills the knowledge gap by examining the pivotal factors influencing
citizens in using smart government services. This study is inspired by the technology
acceptancemodel (TAM) and then expands itwith variables that are currently suitable
for the conditions of local government and Indonesian society.

2 Literature Review and Theoretical Framework

2.1 Smart Government in Public Services

Smart government as a follow-up to e-government is a sophisticated technology
that is applied in government to increase the government efficiency in activities and
public services. Public services include services in the fields of education, population,
transportation, registration, health, licensing, and others [21, 22].

The smart government usesmodern ICTs to create an inter-organizational network
between governmental agencies. The smart government applies smart tools and
smart technology to realize the characteristics of smartness. The smart government
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uses social media, high devices, and mobile applications [23], with a digitaliza-
tion approach [24], use the Internet of things (IoT) [25], and apply big data [26].
Smart government, implemented in the central government and local government
levels, can also increase transparency and open government on data, documents, and
information needed by the community, embed cooperation, collaboration, and coor-
dination between government agencies, and provide space for interaction between
the government and the community in the formulation, implementation, and evalua-
tion of public policies, as well as fostering community engagement in the governance
process [19, 20, 27–30].

2.2 Extended Technology Acceptance Model

Many scholars have used the technology acceptance model (TAM) models to study
the behavior of people in adopting information and communication technology in
government [31, 32]. Some of them used this theory to predict citizens’ using of
e-complaint service [33, 34], to evaluate smart government service adoption [35], to
examine the use of smart government by employees [36], and to predict public value
creation [37].

There are scholars who add to the theory with constructs of information quality,
system quality, trust, and cost [38]. Other scholars complement the construct of
perceived usefulness with the construct of user satisfaction to see the user’s adop-
tion of smart government [39]. Subsequent scholars include constructs of service
quality, system quality, and information quality [40]. Another scholar complements
TAM with new constructs of trust in smart government services, satisfaction, social
influence, and citizen engagement [41].

2.3 Use of Smart Government Services

Smart government services also increase efficiency, innovation, effectiveness, open-
ness, citizen engagement, equality, integration, creativity, sustainability, and citizen
centricity [42–44]. Smart government services can provide multi-directional and
personalized public services in future, transcending time, space, and region, as well
as people’s lifestyle [45]. Smart government services adoption necessitates 3 major
stages: static, interaction, and transaction [46].

2.4 Perceived Risk

When the Jordanian government implemented smart government services, it paid
attention to public issues which include perceived risk, perceived trust, and perceived
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quality [8]. Utilization of e-government services must pay close attention to the
variables of trust, risk, and security [47].

2.5 Government Accountability

Government accountability means that all government activities are in accordance
with the needs and interests of the wider community [48]. Scholars state the link
between accountability and the smart cities development and the use of new tech-
nologies [49]. Accountability, transparency, and credibility are closely related to the
use of ICTs represented by e-platforms [50].

2.6 Community Culture

Community culture is an expression in people’s everyday lives informally which
includes symbols, perceptions, behavior, and creation of works, including inside of
organization [17]. Local cultural values have an influence on public services in the
local government [51]. Scholars explain that there is a link between culture and
behavior using technology in the development of the smart government [48]. Moral
values (virtues, principles, and duties) and the interests and needs of the public
influence the use of ICTs in the implementation of smart government field [52].

2.7 User Satisfaction

In the case of education in China, user satisfaction can increase the use of online
education platforms [53]. A study found that user satisfaction is one of the indicators
for the M-government adoption [54]. There is a relationship between satisfaction
with adoption and public trust in the use of smart government [41]. User satisfac-
tion is related to service quality and performance in the use of technology in smart
government in the UAE [55].

2.8 Trust in Government

Residents and public servants’ intentions to use smart city services in a mid-sized
U.S. city are influenced by trust in the government [56]. Trust in the government and
the government’s Website were significant predictors of e-government service use
[57]. The perception of trust and security among the millennial generation influences
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their use of the Internet for e-government services [47]. Smart government adoption
is influenced by trust in the government [58].

2.9 Trust in Technology

Trust in technology is a person’s belief that the operation of a technology can be
trusted to get online information [59]. Trust in technology influences residents’ and
public servants’ intention in using smart city services in a mid-size U.S. city [56].
Citizens’ trust on the Website is a determining factor in their intention to use smart
government services [57]. Trust influences citizens to adopt smartmobile government
services in Jordan [60].

2.10 Perceived Costs

Many scholars considered perceived cost as an essential factor influencing user’s
behavioral intention to use information and communication technology [61].
Perceived cost is one of the determining factors for public employees to use tech-
nology to improve performance [62]. Cost–benefit considerations are one of the
determinants that sometimes hinder the adoption of smart government [63].

3 Proposed Research Model

See Fig. 1.

4 Research Method

4.1 Data Collection

Aquantitative researchmodel, with survey techniques, has been used in this research.
This study uses questionnaires as a tool to obtain primary data. This study conducted
a survey of people who use smart government technology in local governments in
Indonesia.
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Fig. 1 Proposed research model

4.2 Sampling Technique

This study used a simple random sampling technique to select research respondents.
In this context, a simple random sample was a subset of a statistical population
in which each citizen who used the local government application software had the
same chance of being chosen. This study uses google.form as a tool for distributing
questionnaires. Respondents filled out the questions in google.form and sent them
back to the researcher.

This research takes in three regions in Indonesia which represent West Indonesia,
Central Indonesia, and East Indonesia. This study took 100 respondents for each
region. The total respondents in this study were 300 residents who used smart
government services from the local government. The calculation indicates that 300
respondents are appropriate, with a 95% confidence level and a 5% margin of error.
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4.3 Measurement and Analysis Technique

To gather data, quantitative survey questions were utilized. Utilizing a Likert scale,
the questions were developed. Likert scales with 1 denoting severely disagree, 2
denoting disagree, 3 denoting somewhat agree, 4 denoting agree, and 5 denoting defi-
nitely agree were used to evaluate the respondents’ opinions. The data was examined
using SEM-PLS to assess its reliability and validity as well as to test the validity of
the hypothesis and regression.

5 Data Finding

5.1 Validated Research Model

The validity of the indicators that have been established as questionnaires is shown
in Fig. 2. An indicator was regarded as valid if its value was larger than 0.5. Figure 2
demonstrates that every number was more than 0.5, demonstrating the validity of
each indicator.

Fig. 2 Validated research model
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Figure 2depicts the results of hypothesis testing.Thehypothesis is supportedwhen
the P-value is less than 0.05. The H1 hypothesis, which stated that perceived risk
positively and significantly influences the citizens using smart government services,
was rejected (p-value = 0.080). The H2 hypothesis, which stated that government
accountability positively and significantly influences the citizens in using smart
government services, was supported (p-value = 0.032). The H3 hypothesis, which
assumed that community culture positively and significantly influences the citizens
using smart government services,was rejected (p-value= 0.170). TheH4 hypothesis,
which stated that user satisfaction positively and significantly influences the citizens
using smart government services, was supported (p-value= 0.004). TheH5 hypoth-
esis, which stated that trust in government positively and significantly influences the
citizens using smart government services, was supported (p-value= 0.026). The H6
hypothesis, which stated that trust in technology influences citizens’ use of smart
government services positively and significantly, was supported (p-value = 0.044).
The H7 hypothesis was supported, which stated that perceived cost influences the
use of smart government services positively and significantly (p-value = 0.000).

6 Discussion

The study discovered that the more the government does for the benefit of the people,
themore likely citizens are to use smart government services. This finding justifies the
previous scholar’s studies regarding the interests and needs of the wider community
which can encourage citizens to trust the use of technology in government [48–50].
Moreover, this study finds that the more people feel satisfied, the more citizens are
interested in using the new tool of public services. The result of this study confirms
the results of earlier investigations [41, 53–55]. Furthermore, this study finds that the
higher the citizens trust to the public bureaucracy, the more citizens tend to use the
newest technology in the government. This finding justifies that the earlier studies
regarding trust in government have proven to strengthen citizens to use the tools
provided by the government [47, 56–58]. This study finds that the more citizens
trust sophisticated tools, the more citizens tend to use the most recent technology in
government. It supports the previous studies stated that trust in technology influences
citizens’ intention in using smart services [56, 57, 59, 60]. This study uncovers that
the lower the cost and the shorter the time, the more citizens tend to use the most
recent technology in government. It legitimized scholars’ statement that perceived
cost influenced citizens to use the government’s technologies [61–63].
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7 Conclusion

The theoretical reflection that can be built from the findings of this study is as follows:
accountable government policies and programs, community satisfaction in obtaining
public services, people’s trust in the public bureaucracy, and perceived cost trigger
citizens to use the smart government services. The practical implication suggestion
is that local government must determine service fees rationally, not expensive, and
affordable for the poor. This study has some limitations, including a small number
of research regions (only three regencies and cities), which may not be extrapolated
to the entire Indonesian territory, and a small number of respondents, which may not
reflect the true situation of citizens. Future research should involve a diverse range
of local government agencies in order to cover a larger geographic area, and the
next studies should include a larger sample size to assess how consistent people’s
perceptions are.
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Cybersecurity for Industrial IoT,
Threats, Vulnerabilities, and Solutions:
A Brief Review

Andrea Sánchez-Zumba and Diego Avila-Pesantez

Abstract The Industrial Internet of Things (IIoT) refers to use connected devices
and technology in industrial settings such as manufacturing, energy, and transporta-
tion that links intelligent sensors and actuators. Cybersecurity in IIoT environments
has become a significant issue to be solved due to the increase in attacks. The review
included 43 studies conducted between 2017 and 2022 using the STRIDE model
to identify and classify security threats and vulnerabilities and to develop appro-
priate countermeasures. The security solutions include using secure communication
protocols, implementing security controls such as firewalls and intrusion detection
systems, and using network segmentation and security information. It helps mitigate
these risks and attacks from threats and vulnerabilities and ensures the availability,
integrity, and confidentiality of the data and systems involved.

Keywords Cybersecurity · Industrial Internet of Things · STRIDE · Threats ·
Vulnerabilities · Systematic literature review

1 Introduction

In recent years, with the advent of the Fourth Industrial Revolution, also known as
Industry 4.0, and due to the global pandemic of the SARS-CoV-2 coronavirus, the
number of devices connected to the Internet grew exponentially in homes, busi-
nesses, and industries. In the manufacturing sector, IIoT technology is used to
accomplish critical tasks such as automation, monitoring processes, and machine
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maintenance to create better business opportunities. IIoT devices include sensors,
cameras, and other devices that collect data on the performance of industrial equip-
ment and processes, which can then improve efficiency, reduce downtime, and
increase overall productivity [1]. Therefore, the main objective for cybercriminals is
to gain illegitimate access to restricted information to manipulate sensors, actuators,
Programmable Logic Controllers (PLC), Supervisory Control and Data Acquisition
Systems (SCADA), Distributed Control Systems (DCS), Industrial Control Systems
(ICS) [1–3].

Cybersecurity in IIoT infrastructures has been affected by the high increase in
attacks that exploit vulnerabilities in IIoT devices [4]. Undoubtedly, hackers benefit
from the lack of safe industry standards and technical norms and the lack of inter-
operability between multi-vendor devices with low computational power, making it
challenging to implement an existing security module or a unified security method
[3], opening the way for attacks on the organization, massive theft of sensitive data,
system manipulation, backdoors, brute force attacks [5], eavesdropping, phishing,
social engineering, SQL injection, among others [3, 6–9].

The analysis of vulnerabilities, threats, risks, and security countermeasures
for IIoT environments, is based on an adaptation of the Spoofing, Tampering,
Repudiation, Information disclosure, Denial of service, and Elevation of privilege
(STRIDE)modeling methodology [10]. The STRIDE model is considered the most
mature model and allows the division of the system into components to determine
how an intruder can attack an IIoT system and how to implement defenses [11].

Based on Kitchenham’s methodology [12], the main objective of this brief review
is to contribute to cybersecurity in confidentiality, integrity, and availability of IIoT
systems by focusing on the STRIDE threat modeling method.

2 Research Methodology

This study conducts a systematic review of the literature, through which empirical
and theoretical evidence can be gathered fromprimary studies to answer the proposed
research questions. The phases for development are Planning theReview,Conducting
the Review, and Analysis.

2.1 Planning the Review

This review analyzes IIoT environments and cybersecurity mechanisms applied as a
solution against threats and vulnerabilities for systems and devices involved in this
complex structure. Three research questions were proposed to meet this objective:

Q1: What kind of vulnerabilities, risks, and threats exist in IIoT environments?

Q2: What are the main cyber-attacks identified in IIoT environments?
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Table 1 Selection criteria

Inclusion criteria Exclusion criteria

Articles on threats, vulnerabilities, and
solutions related to IIoT cybersecurity

Website information

Articles on tools, and attack mitigation for
IIoT

Articles with topics on cybersecurity in IoT, but
not in IIoT

Relevant articles from primary sources
related to research questions

Theses, books, posters, and editorials

Q3: What security countermeasures have been implemented to mitigate attacks in
IIoT environments?

For the study, a search was conducted in the electronic databases of IEEE Xplore,
ScienceDirect Elsevier,ACM,Springer, andMDPI, related to cybersecurity and IIoT,
identifying as sources of information academic journals published between 2017 and
2022. The search strategy was based on aspects related to the research questions,
using the following keywords: (1) cybersecurity, (2) IIoT, related to (“penetration
tests” OR “threats” OR “attacks” OR “vulnerabilities”). In addition, to refine the
selection, inclusion and exclusion criteria were applied (see Table 1).

2.2 Conduction the Review

The articles were selected in this phase considering the search strings and selection
criteria. In each one, the titles, abstracts, and conclusions were reviewed, whichmade
it possible to determine the level of contribution to each of the questions proposed.
As a result of the search, 615 documents were identified, of which 43 were selected
that met the established criteria (see Fig. 1).
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2.3 Analysis

The following answering determined the inherent risks within the IIoT systems:

Q1: What kind of vulnerabilities, risks, and threats exist in IIoT environments?

There are a wide variety of risks associated with cybersecurity compromise in IIoT,
with legacy devices being particularly vulnerable, with no software or firmware
updates [13], combined with the use of protocols (such as Modbus) that do not
incorporate encryption, authentication or authorization, allowing exploitation by
malicious software or unauthorized users [14].

Spoofing An unauthorized person attempts to gain unauthorized access to steal
data instead of damaging them [15, 16]. The attacker impersonates another device
by using spoofed IP addresses and manipulating the set-point value of controllers
[10]. In industrial environments, this kind of illegal practice is dangerous because
sensors could emit wrong information, and actuators could execute actions that do
not correspond to them [17, 18]. In both cases, the production chain would be seri-
ously affected, generating economic losses and damage to industrial equipment.
The risk arises when authentication between IIoT devices occurs only at the begin-
ning of the session with unsecured tunneling protocols [19]. Neither the firmware is
updated, nor the network traffic is constantly monitored. Because of these threats,
data confidentiality, integrity, and authenticity could always be compromised [20].

Tampering An intruder canmanipulate and send erroneous data to change a produc-
tion process, change the behavior of devices andmachinery to performunsafe actions,
modify quantities of elements to be produced or quantities of chemical compounds to
be used depending on the area of the industrial sector without authorization in order
to gain access to confidential information [18, 21, 22]. Vulnerabilities remain the
obsolete technologies and industry standards without standardization and security
withwhich IIoT devices, such as sensors and actuators, aremanufactured, facilitating
data interception or physical manipulation through backdoor attacks [17, 23, 24]. As
a result, the integrity and availability of industrial data are not guaranteed.

Repudiation A threat in which the system cannot trace malicious or prohibited
activities. This threat results from the data’s lack of validation and integrity [18,
20], and the attackers may deny acting to evade accountability. This threat appears
because of using an unsecured tunneling protocol.

Information Disclosure Information Leakage occurs when an attacker manages to
eavesdrop on the communication between IIoT devices or when an application in
the Industrial environment inadvertently discloses information to unauthorized users
[25]. The intruder also attempts to read a file to which access was not granted or
to read data in transit without authorization to affect processes, and data flows. At
the industrial level, Confidentiality is affected, and it could represent patent theft
[19, 23].
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Deny of Service (DoS) Malicious actors generally use a sensor or actuator connected
to the network. However, it can be a gateway, as a way to enter and flood the industrial
systemwith bogus traffic forcing them to servemalicious requests so that they cannot
complete the job theywere intended for by sabotaging aprocess [18, 26]. The integrity
and availability are compromised in IIoT systems. On the other hand, DDoS attacks
are volumetric and turn system components into zombies controlled by crackers. The
result is a degradation in data quality during the processing of requests.

Elevation of Privileges (EoP) They are also called escalation of privilege or privi-
lege escalation. This threat is like spoofing, but instead of impersonating an identity,
the attacker looks at privileged access to resources to gain unauthorized access to
information and compromise a system with administrator permissions [6, 18, 19, 22,
23], affecting the availability, integrity, and confidentiality of the industrial process
(see Table 2). It is worth noting that IIoT environments are critical infrastructure,
and the consequences of a successful attack can be severe, as it can cause physical
damage or loss of human lives. Therefore, it is crucial to have a robust security
strategy in place to protect against these types of attacks.

Q2: Which are the main cyber-attacks identified in IIoT environments?

Ethical hackers perform cyber-attacks using the threats and vulnerabilities detailed
in the previous section, combined with the evil practices of insecure passwords,
unencrypted data, and uninstalled security patches. The main cyber-attacks in IIoT
are shown below.

Spoofing The main cyber-attacks related to spoofing in IIoT go hand in hand with
device spoofing creating fake devices to gain unauthorized access [25]. Man in the
Middle (MiTM) attacks [31], with their variants Sniffing, Session Hijacking, and
Packet Injection attacks, may intercept and modify communication between devices
to disrupt communication [3, 9, 10]. Also include Phishing with fake emails or
websites that trick users into providing private information or credentials [5, 31].
DNS spoofing redirects traffic to a fake website that appears legitimate to install
malware. ARP spoofing allows fake ARP entries in a network looking to intercept

Table 2 Summary of vulnerabilities, risk, and threats IIoT

Threat modeling Threat Security property
breached

References

STRIDE [14, 16, 17] Spoofing Confidentiality, integrity,
authenticity

[17–19]

Tampering Integrity, availability [21, 23, 24]

Repudiation Integrity [23, 27]

Information disclosure Confidentiality [19, 23, 25]

Deny of service (DoS) Integrity, availability [26, 28–30]

Elevation of privileges (EoP) Confidentiality, integrity,
authorization

[6, 19, 23]
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traffic or perform MitM attacks [3, 32]. Finally, IP spoofing uses a fake IP address
to conceal their identity and gain access to a network or launch a DDoS attack [5].

Tampering Tampering attacks such asCross-SiteScripting (XSS) andSQLmalware
injection damage the integrity of the industrial system [8, 32]. It also includes MiTM
attacks, intended to steal network control and can eavesdrop on the communication
between devices and falsify information exchanged with malicious intent [3, 25].
Furthermore, attackers modify the firmware, change the configuration of an IIoT
device and even replace it with a malicious one to change its behavior and gain
unauthorized access to network, functions, or sensitive data, to disrupt its operation
or cause a failure in an industrial system [32].

Repudiation It can be affected by Brute Force and Dictionary Attacks [9, 21, 35],
which can exploit this threat to illegally access the industrial system and steal infor-
mation without leaving traces in simple ways through email and phishing [23, 27,
33]. Command Injection is another acute attack where the cracker injects commands
into an IIoT device and denies responsibility for the actions taken. These attacks
could be combined with replay attacks, false alarms, and false reports.

Deny of Service (DoS) A DoS-related attack is a Replay attack, which maliciously
replays traffic repeatedly to a specific destination to affect the performance of the
process flooding an IIoT device with traffic to disrupt its operation or cause a failure
[3, 21, 29]. Malicious Code Injection, smurfing, and ping of Death increase the
amount of traffic sent to a device or network, overwhelming it and causing a failure
[3, 32, 34]. Teardrop attacks attempt to make a computer resource unavailable by
flooding a network or server with requests and data, and jamming attacks are other
types of DoS attacks [3, 5, 8]. Attackers also use resource depletion to consume
resources such as memory, storage, or processing power to disrupt the operation of
a device.

Elevation of Privileges EoP attacks in the IIoT involve attackers gaining access to
a system or device with higher-level permissions than they should have. Examples
of EoP attacks in IIoT include Malware such as viruses or Trojans and Ramsonware
[3, 5]. On the other hand, an attacker can exploit a buffer overflow vulnerability to
execute code with higher privileges commonly related to default or weak creden-
tials [32]. Social engineering can be used to trick an employee into giving up their
privileged credentials [8]. Moreover, finally, misconfigured devices allow attackers
to gain access (see Table 3).

Q3: What security countermeasures have been implemented to mitigate attacks in
IIoT environments?

The security solutions to protect the IIoT infrastructure must be designed not to
interrupt or affect operations [35] to guarantee the industrial system’s confidentiality,
integrity, and availability. Thus, the ways to mitigate IIoT attacks are described [10].

Spoofing Confidentiality is compromised, and the main countermeasures are
authentication using One Time Password (OTP), multifactor authentication (MFA),
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Table 3 Summary of cyber-attacks in IIoT environments

Cyber-attacks References S T R I D E

Device spoofing [8, 25] x

MiTM [3, 10, 31] x x

Sniffing [3, 10] x

Session hijacking [3, 8, 9] x

Phishing and social engineering [5, 8, 31, 33] x x x

DNS, ARP, and IP spoofing [3, 5, 32] x

Cross-site scripting [8, 32] x

SQL and packet injection [3, 7, 8, 32] x x x x x

Firmware modification [5, 32] x

Brute force [5, 9] x

Dictionary attacks [9] x

Replay attacks [3, 21, 29] x x

Side channel, eavesdropping, and
teardrop

[3, 9, 25, 31] x x

Jamming [3, 5, 8] x

Malware [3, 5, 33] x

Buffer overflow [8, 32] x

Ping of death [3, 34] x x

ACPKC-based two level verification [7, 27, 29]. In IIoT, these measures must be
applied to actuators, sensors, PLCs, and HMIs before receiving or transmitting data
to ensure that the information originates from a legitimate device rather than a fraud-
ulent source [36]. In addition, it is essential to use cryptographic algorithms with
symmetric or asymmetric keys for two-way authentication, such as secure hash
(SHA-x), hash-based message authenticated code (HMAC), the elliptic curve digital
signature algorithm (ECDSA) for asymmetric keys [29, 37] and ACPKC-based two
level verification.

Tampering Data manipulation affects the integrity of information. Some of the
countermeasures are the use of hash functions (SHA-256, MDS, ERE), HMAC
of TLS, applying hardware-based VPNs [3, 38], and encrypting data with strong
quantum cryptography [7, 39]. These protection techniques should be used mainly
on sensors and actuators within the industrial process. Also, it can be mitigated with
intrusion detection and prevention systems [7, 40] and finally with authentication [7,
41] and authorization systems.

Repudiation It also affects data integrity. Nonrepudiation is sought, for which
the initial countermeasure is the activation of audit logs for data access/sending
and logging failed access attempts [7, 18, 27]. In addition, it is suggested to use
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secure communication protocols, digital signatures, implementing intrusion detec-
tion systems [27, 40], Hardware Root of Trust (HRoT) security credentials, hardware
security module (HSM) [42], monitoring devices and authentication methods.

Information Disclosure The way to ensure the confidentiality of the information is
by implementing Cryptography [42] and Encryption (symmetric/asymmetricmecha-
nisms) AES-256, RSA-4096, ECC, Secure Element (HSM), Authenticated Encryp-
tion of TLS, AES, IPSec, message encryption/sign-encryption (RSA, DSA, IBE,
ABE, ERE), Account locking, Delayed response, and multifactor authentication
schemes [7, 22, 27]. These measures focus on taking care of the information to
and from sensors, actuators, PLCs, and gateways, which are the core of an industrial
process.

Deny of Services Theway to avoid this threat is by implementing redundant compo-
nents/networks, secure elements (HSM), data rate limiting, access control, authenti-
cation, and authorization system [27, 41]. Also, configure Multi-Level DDoS Miti-
gation Framework (MLDMF) [29]. Intrusion detection systems based on signatures
and statistical anomalies [38, 40] raise next generation firewalls with improved traffic
filtering capabilities [5, 43] combined with VPN [38].

Elevation of Privilege Implement access control systems [27], apply authorization
using the least privilege principle [18], and implement service provider security
policies [42]. It is suggested to implement a firewall and proxy [43]. See Table 4.

Table 4 Summary of main security countermeasures in IIoT

Countermeasures References S T R I D E

OTP [14, 22, 29] x

Multifactor authentication [7, 22, 24, 27, 41] x x x x x x

Authorization methods [18, 41] x x x x

Hash functions [3, 37] x x

Auditing and logging [7, 18, 27] x x

Encryption (AES, RSA, ECC) [7, 22, 27, 29, 43] x x x x x x

Cryptography [39, 41, 42] x x

Firewall and proxy [5, 43] x x

Intrusion detection systems [7, 38, 40, 43] x x x x

Access control systems [27, 41, 44] x x x

Security policies [25, 42] x x

VPN [3, 38] x x x
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3 Discussion

According to the analysis, among the main threats detected in IIoT environments is
spoofing, which according to [3], combines other attacks such as MiTM, Sniffing,
SessionHijacking, Packet Injection attacks, which broaden the spectrumof the attack
vector in the industry. The DoS threat that affects the integrity and availability of
information, and according to [3, 18, 26], has been one of the most frequent because
it uses attacks such as Replay attacks, Malicious Code Injection, flooding, smurfing,
ping of death, teardrop, and jamming attacks to achieve its goal [3]. Additionally,
an attack, although not very popular, EoP is a point of concern because it affects
the CIA triad when the attacker gains access with administrator permissions to take
complete control of the industrial intelligent control system.

Several authors agree that the main countermeasures for IIoT threats are based
on multifactor authentication mechanisms, authorization methods, encryption tech-
niques (AES, RSA, ECC), and hash functions. Various articles mention ways to
mitigate the threats analyzed with STRIDE, where intrusion detection and preven-
tion systems combined with access control systems, enabling access logs, firewall,
proxy,VPN, andfirmware updates in sensors, actuators, PLC,Gateway, and industrial
end devices should be incorporated.

4 Conclusions

There are few security mechanisms to protect industrial networks due to the diversity
of protocols and the need for unified, secure standards that complicate efforts to
introduce protection to these critical systems. This insecurity is mainly due to low
computational capacity, obsolete technology, and the extensive workload of sensors
and actuators. However, the standards differ from IIoT, which proposes that security
regulations for IIoT should be established as soon as possible due to the risks they
pose to the IIoT environment.

Also, it has been evidenced that cyber-attacks on critical, intelligent factory
systems have increased in the last year by approximately 50%, demonstrating the
importance of IIoT security. Nevertheless, insufficient attention from top manage-
ment, limited budget, and untrained human factors are the primary cybersecurity
challenges that IIoT device manufacturers and vendors must overcome. In this sense,
the low availability of correct tools and processes, consistent methodologies to detect
threats, attacks, and vulnerabilities, and the establishment of efficient ways of miti-
gation, generate alarms worldwide. The use of the STRIDE threat modeling method
has a positive impact and increases the credibility of the study by providing a well-
established methodology that is widely recognized in the cybersecurity commu-
nity. Future research could combinate the use of artificial intelligence and machine
learning techniques to improve the security of IIoT systems and devices.
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